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Preface

We are pleased to offer this 5th edition of Theory and Design for Mechanical Measurements. This text provides

a well-founded background in the theory of engineering measurements. Integrated throughout are the necessary

elements for the design of measurement systems and measurement test plans, with an emphasis on the role of

statistics and uncertainty analyses in design. The measurements field is very broad, but through careful

selection of the topical coverage we establish the physical principles and practical techniques for many

engineering applications while keeping page count and text cost manageable. Our aim is not to offer a manual

for instrument construction and assembly. Instead, we develop the conceptual design framework for selecting

and specifying equipment and test procedures and for interpreting test results, which we feel are necessary and

common bases for the practice of test engineering. The text is appropriate for undergraduate and graduate level

study in engineering, but is also suitably advanced and oriented to serve as a reference source for professional

practitioners. The pedagogical approach invites independent study or use in related fields requiring an

understanding of instrumentation and measurements.

The organization of the text develops from our view that certain aspects of measurements can be

generalized, such as test plan design, signal analysis and reconstruction, and measurement system response.

Topics such as statistics and uncertainty analysis require a basic development of principles but are then best

illustrated by integrating these topics throughout the text material. Other aspects are better treated in the context

of the measurement of a specific physical quantity, such as strain or temperature.

PEDAGOGICAL TOOLS TO AID LEARNING

In this textbook:

� Each chapter begins by defining a set of learning outcomes.

� The text develops an intuitive understanding of measurement concepts with its focus on test system

modeling, test plan design, and uncertainty analysis.

� Each chapter includes carefully constructed example problems that illustrate new material and

problems that build on prior material.

� Each example makes use of a KNOWN, FIND, SOLVE approach as an organizational aid to a

problem’s solution. This methodology for problem solutions helps new users to link words and concepts

with symbols and equations. Many problems contain COMMENTS that expand on the solution,

provide a proper context for application of the principle, or offer design application insight.

� End-of-Chapter practice problems are included for each chapter to exercise new concepts.

� Practice problems range from those focused on concept development, to building of advanced skills,

to open-ended design applications.

� With each chapter, we have added new practice problems but have substantially ‘‘refreshed’’ many

problems from previous editions.

� We provide a detailed Instructors Manual for instructors who have adopted the book. We have

carefully reviewed the solutions in this edition to minimize typographical and arithmetical errors. The

manual is available on-line at the Wiley Instructor’s website.

� Answers to selected problems will be posted on the Wiley website.

� Use of the software in problem solving allows in-depth exploration of key concepts that would be

prohibitively time consuming otherwise. The text includes on-line access to interactive software of
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focused examples based on software using National Instruments Labview1 for exploring some of the

text concepts, while retaining our previous efforts using Matlab1. The Labview programs are available

as executables so they can be run directly without a Labview license. The software is available on both

the Wiley Student and Instructor’s websites.

NEW TO THIS 5TH EDITION

With this 5th edition, we have new or expanded material on a number of topics. As highlights:

� We introduce Monte Carlo simulation methods in Chapter 4 and tie their use with uncertainty estima-

tions in Chapter 5.

� Treatment of uncertainty analysis in Chapter 5 has been updated to include changes in test standards

methodology relative to ASME PTC 19.1 Test Uncertainty and the International Standards Organization

(ISO) Guide to Uncertainty in Measurements. These changes have been carried into the other chapters

both in language and in example problems. Where we deviate from the methodology of the Standards,

we do so for pedagogical reasons.

� Discussion has been added on using rectangular (uniform) distributions in uncertainty estimation.

� The treatment of non-symmetric uncertainty intervals and methods for treating correlated errors in

Chapter 5 has been expanded and revisited in other chapters.

� We have updated our symbol usage for closer consistency with the standards.

� We have added a section presenting image acquisition and processing using digital techniques in

Chapter 7.

� We have changed our presentation of pressure transmission line effects to make better use of the lumped

parameter methods of Chapter 3 that engineering students are familiar with, including discussion of the

ideal elements of inertance, resistance, and compliance.

� We have revised our treatment of Butterworth filters, including added coverage, in Chapter 6.

� WehaveaddedanintroductiontotheanalysisofstraingaugedatatocomputeprincipalstressesinChapter11.

SUGGESTED COURSE COVERAGE

To aid in course preparation, Chapters 1 through 5 provide an introduction to measurement theory with statistics

and uncertainty analysis, Chapters 6 and 7 provide a broad treatment of analog and digital sampling methods,

and Chapters 8 through 12 are instrumentation focused.

Many users report to us that they use different course structures, so many that it makes a preferred order of

topical presentation difficult to anticipate. To accommodate this, we have written the text in a manner that allows

any instructor to customize the order of material presentation. While the material of Chapters 4 and 5 are integrated

throughout the text and should be taught in sequence, the other chapters tend to stand on their own. The text is

flexible and can be used in a variety of course structures at both the undergraduate and graduate levels.

For a complete measurements course, we recommend the study of Chapters 1 through 7 with use of the

remaining chapters as appropriate. For a lab-course sequence, we recommend using chapters as they best

illustrate the course exercises while building complete coverage over the several lab courses normally within a

curriculum. The manner of the text allows it to be a resource for a lab-only course with minimal lecture. Over

the years, we have used it in several forums, as well as professional development courses, and simply rearrange

material and emphasis to suit the audience and objective.

We express our sincerest appreciation to the students, teachers, and engineers who have used our earlier

editions. We are indebted to the many who have written us with their constructive comments and encouragement.

Richard S. Figliola

Donald E. Beasley

Clemson, South Carolina

iv Preface
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Chapter 1

Basic Concepts of Measurement

Methods

1.1 INTRODUCTION

We make measurements every day. Consider the common measurements illustrated in Figure 1.1.

We routinely read the temperature of an outdoor thermometer to choose appropriate clothing for

the day. We expect to have exactly 10 gallons or liters of fuel added to our tank when that volume

is indicated on a fuel pump. And we expect measuring cups to yield correct quantities of

ingredients in cooking. We put little thought into the selection of instruments for these routine

measurements. After all, the direct use of the data is clear to us, the type of instruments and

techniques are familiar to us, and the outcome of these measurements is not important enough to

merit much attention to features like improved accuracy or alternative methods. But when the

stakes become greater, the selection of measurement equipment and techniques and the interpre-

tation of the measured data can demand considerable attention. Just contemplate how you might

verify that a new engine is built as designed and meets the power and emissions performance

specifications required.

But first things first. The objective in any measurement is to answer a question. So we take

measurements to establish the value or the tendency of some variable, the results of which are

specifically targeted to answer our question. The information acquired is based on the output of the

measurement device or system. There are important issues to be addressed to ensure that the output

of the measurement device is a reliable indication of the true value of the measured variable. In

addition, we must address the following important questions:

1. How can a measurement or test plan be devised so that the measurement provides the

unambiguous information we seek?

2. How can a measurement system be used so that the engineer can easily interpret the

measured data and be confident in their meaning?

There are procedures that address these measurement questions.

At the onset, we want to stress that the subject of this text is real-life oriented. Specifying a

measurement system and measurement procedures represents an open-ended design problem whose

outcome will not have one particular solution. That means there may be several approaches to

solving a measurement problem, and some will be better than others. This text emphasizes accepted

procedures for analyzing a measurement problem to assist in the selection of equipment,

1
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methodology, and data analysis to meet the design objectives. Perhaps more than in any other

technical field, the approach taken in measurement design and the outcome achieved will often

depend on the attention and experience of the designer.

Upon completion of this chapter, the reader will be able to

� identify the major components of a general measurement system, and state the function of

each,

� develop an experimental test plan,

� distinguish between random and systematic errors,

� describe and define the various error types,

� define a standard and distinguish among primary, secondary, and transfer standards, and

� clearly delineate defined and derived dimensions in various unit systems.

1.2 GENERAL MEASUREMENT SYSTEM

A measurement1 is an act of assigning a specific value to a physical variable. That physical variable

is the measured variable. A measurement system is a tool used for quantifying the measured

variable. As such, a measurement system is used to extend the abilities of the human senses that,

while they can detect and recognize different degrees of roughness, length, sound, color, and smell,

are limited and relative; they are not very adept at assigning specific values to sensed variables.

A system is composed of components that work together to accomplish a specific objective. We

begin by describing the components that make up a measurement system, using specific examples.

Then we will generalize to a model of the generic measurement system.

Figure 1.1 Common devices that

involve measurements.

1 There are many new engineering measurement terms introduced. A glossary of the italicized terms is located in the back of

the text for your reference.

2 Chapter 1 Basic Concepts of Measurement Methods
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Sensor and Transducer

An increasingly important area of scientific inquiry is the characteristics of matter at the nanoscale.

Suppose we want to measure the profile of a surface at a nanometer scale. We discover that a small

(very small) cantilever beam placed near the surface is deflected by atomic forces. Let’s assume for

now that they are repulsive forces. If this cantilever is translated over the surface, the cantilever will

deflect, indicating the height of the surface. This concept is illustrated in Figure 1.2; the device is

called an atomic force microscope. The cantilever beam is a sensor, a physical element that employs

some natural phenomenon, in this case deflection under the action of a force, to sense the variable

being measured, in this case the height of the surface.

So, we have a sensor to measure at the nanometer scale. But we have no means of getting an output

from the sensor that we can record. Suppose that the upper surface of the cantilever is reflective, and we

shine a laser onto the upper surface, as shown in Figure 1.3. The movement of the cantilever will deflect

the laser. Employing a number of light sensors, also shown in Figure 1.3, the deflection of the laser can

be sensed and that deflection corresponds to the height of the surface. Together the laser and the light

sensors (photodiodes) form the transducer component of the measurement system. A transducer

converts the sensed information into a detectable signal. The signal might be mechanical, electrical,

optical, or may take any other form that can be meaningfully recorded.

We should note that sensor selection, placement, and installation are particularly important to

ensure that the sensor output accurately reflects the measurement objective. The familiar phrase

Cantilever and tip

Sample surface Figure 1.2 Sensor stage of an atomic-force

microscope.

Cantilever and tip

Photodiodes

Laser

Sample surface

Detector and
feedback
electronics

Figure 1.3 Atomic-force microscope with

sensor and transducer stages.

1.2 General Measurement System 3
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associated with hot days, ‘‘100�F in the shade’’ implies a specific sensor placement. Accordingly,

the interpretation of all information passed through and indicated by the system depends on what is

actually sensed by the sensor. For example, the interpretation of the output of a medical thermometer

depends on where its sensor is placed.

Output Stage

The goal of a measurement system is to convert the sensed information into a form that can be

easily quantified. Consider a familiar example, the liquid-in-glass bulb thermometer. The liquid

contained within the bulb on the common bulb thermometer of Figure 1.4 exchanges energy with

its surroundings until the two are in thermal equilibrium. At that point they are at the same

temperature. This energy exchange is the input signal to this measurement system. The phenome-

non of thermal expansion of the liquid results in its movement up and down the stem, forming an

output signal from which we determine temperature. The liquid in the bulb acts as the sensor.

By forcing the expanding liquid into a narrow capillary, this measurement system transforms

thermal information into a mechanical displacement. Hence, the bulb’s internal capillary design

acts as a transducer.

The output stage indicates or records the value measured. This might be a simple readout

display, a marked scale, or even a recording device such as a computer disk drive. The readout scale

of the bulb thermometer in Figure 1.4 serves as the output stage of that measurement system.

It is worth noting that the term ‘‘transducer’’ is also often used in reference to a packaged

device, which may contain a sensor, transducer, and even some signal conditioning elements. While

such terminology is not true to our presentation, the context in which the term is used prevents

ambiguity.

20

30

40

50

60

70

Output stage

Sensor–transducer stage

Sensor

Bulb

Display scale

Stem

Figure 1.4 Components of bulb thermometer

equivalent to sensor, transducer, and output

stages.
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General Template for a Measurement System

A general template for a measurement system is illustrated in Figure 1.5. Basically such a system

consists of part or all of four general stages: (1) sensor–transducer stage, (2) signal-conditioning

stage, (3) output stage, and (4) feedback-control stage. These stages form the bridge between the

input to the measurement system and the system output, a quantity that is used to infer the value of

the physical variable measured. We discuss later how the relationship between the input informa-

tion, as acquired by the sensor, and the system output is established by a calibration. We have already

discussed the sensor–transducer stage, so let’s move on to the signal-conditioning stage.

The signal-conditioning stage takes the transducer signal and modifies it to a desired

magnitude. This optional intermediate stage might be used to perform tasks such as increasing

the magnitude of the signal by amplification, removing portions of the signal through some filtering

technique, or providing mechanical or optical linkage between the transducer and the output stage.

For example, the translational displacement of a mechanic’s caliper (sensor) is often converted into a

rotational displacement of a pointer. This stage can consist of one or more devices, which are often

connected in series. For example, the diameter of the thermometer capillary relative to the bulb

volume (see Fig. 1.4) determines how far up the stem the liquid moves with increasing temperature.

It ‘‘conditions’’ the signal by amplifying the liquid displacement.

In those measurement systems involved in process control, a fourth stage, the feedback-control

stage, contains a controller that interprets the measured signal and makes a decision regarding the

control of the process. This decision results in a signal that changes the process parameter that

affects the magnitude of the sensed variable. In simple controllers, this decision is based on the

magnitude of the signal of the sensed variable, usually whether it exceeds some high or low set point,

a value set by the system operator. For example, a simple measurement system with control stage is a

household furnace thermostat. The operator fixes the set point for temperature on the thermostat

display, and the furnace is activated as the local temperature at the thermostat, as determined by the

Sensor stage
Signal

path

Transducer
stage

Signal conditioning stage

Output
stage

Control
stage

Control signal

Process

Calibration

Figure 1.5 Components of a general measurement system.
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sensor within the device, rises or falls above or below the set point. In a more sophisticated

controller, a signal from a measurement system can be used as an input to an ‘‘expert system’’

controller that, through an artificial intelligence algorithm, determines the optimum set conditions

for the process. Mechatronics deals with the interfacing of mechanical and electrical components

with microprocessors, controllers, and measurements. We will discuss some features of mechatronic

systems in detail in Chapter 12.

1.3 EXPERIMENTAL TEST PLAN

An experimental test serves to answer a question, so the test should be designed and executed to

answer that question and that question alone. This is not so easy to do. Let’s consider an example.

Suppose you want to design a test to answer the question, ‘‘What is the fuel use of my new car?’’

What might be your test plan? In a test plan, you identify the variables that you will measure, but you

also need to look closely at other variables that will influence the result. Two important variables to

measure would be distance and fuel volume consumption. Obviously, the accuracy of the odometer

will affect the distance measurement, and the way you fill your tank will affect your estimate of the

fuel volume. But what other variables might influence your results? If your intended question is to

estimate the average fuel usage to expect over the course of ownership, then the driving route you

choose would play a big role in the results and is a variable. Only highway driving will impose a

different trend on the results than only city driving, so if you do both you might want to randomize

your route by using various types of driving conditions. If more than one driver uses the car, then the

driver becomes a variable because each individual drives somewhat differently. Certainly weather

and road conditions influence the results, and you might want to consider this in your plan. So we see

that the utility of the measured data is very much impacted by variables beyond the primary ones

measured. In developing your test, the question you propose to answer will be a factor in developing

your test plan, and you should be careful in defining that question so as to meet your objective.

Imagine how your test conduct would need to be different if you were interested instead in

providing values used to advertise the expected average fuel use of a model of car. Also, you need to

consider just how good an answer you need. Is 2 liters per 100 kilometers or 1 mile per gallon close

enough? If not, then the test might require much tighter controls. Lastly, as a concomitant check, you

might compare your answer with information provided by the manufacturer or independent agency

to make sure your answer seems reasonable. Interestingly, this one example contains all the same

elements of any sophisticated test. If you can conceptualize the factors influencing this test and how

you will plan around them, then you are on track to handle almost any test. Before we move into the

details of measurements, we focus here on some important concepts germane to all measurements

and tests.

Experimental design involves itself with developing a measurement test plan. A test plan draws

from the following three steps:2

1. Parameter design plan. Determine the test objective and identify the process variables and

parameters and a means for their control. Ask: ‘‘What question am I trying to answer? What

needs to be measured?’’ ‘‘What variables and parameters will affect my results?’’

2 These three strategies are similar to the bases for certain design methods used in engineering system design (1).

6 Chapter 1 Basic Concepts of Measurement Methods
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2. System and tolerance design plan. Select a measurement technique, equipment, and

test procedure based on some preconceived tolerance limits for error.3 Ask: ‘‘In what

ways can I do the measurement and how good do the results need to be to answer my

question?’’

3. Data reduction design plan. Plan how to analyze, present, and use the anticipated data.

Ask: ‘‘How will I interpret the resulting data? How will I use the data to answer my question?

How good is my answer? Does my answer make sense?’’

Going through all three steps in the test plan before any measurements are taken is a useful

habit for a successful engineer. Often, step 3 will force you to reconsider steps 1 and 2! In this

section, we focus on the concepts related to step 1 but will discuss and stress all three throughout

the text.

Variables

Once we define the question that we want the test to answer, the next step is to identify the relevant

process parameters and variables. Variables are entities that influence the test. In addition to the

targeted measured variable, there may be other variables pertinent to the measured process that will

affect the outcome. All known process variables should be evaluated for any possible cause-and-

effect relationships. If a change in one variable will not affect the value of some other variable, the

two are considered independent of each other. Avariable that can be changed independently of other

variables is known as an independent variable. A variable that is affected by changes in one or more

other variables is known as a dependent variable. Normally, the variable that we measure depends on

the value of the variables that control the process. A variable may be continuous, in that its value is

able to change in a continuous manner, such as stress under a changing load or temperature in a

room, or it may be discrete in that it takes on discrete values or can be quantified in a discrete way,

such as the value of the role of dice or a test run by a single operator.

The control of variables is important. Avariable is controlled if it can be held at a constant value

or at some prescribed condition during a measurement. Complete control of a variable would imply

that it can be held to an exact prescribed value. Such complete control of a variable is not usually

possible. We use the adjective ‘‘controlled’’ to refer to a variable that can be held as prescribed, at

least in a nominal sense. The cause-and-effect relationship between the independent variables and

the dependent variable is found by controlling the values of the independent variables while

measuring the dependent variable.

Variables that are not or cannot be controlled during measurement but that affect the value of the

variable measured are called extraneous variables. Their influence can confuse the clear relation

between cause and effect in a measurement. Would not the driving style affect the fuel consumption

of a car? Then unless controlled, this influence will affect the result. Extraneous variables can

introduce differences in repeated measurements of the same measured variable taken under

seemingly identical operating conditions. They can also impose a false trend onto the behavior

of that variable. The effects due to extraneous variables can take the form of signals superimposed

onto the measured signal with such forms as noise and drift.

3 The tolerance design plan strategy used in this text draws on uncertainty analysis, a form of sensitivity analysis. Sensitivity

methods are common in design optimization.

1.3 Experimental Test Plan 7
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Consider a thermodynamics experiment to establish the boiling point of water. The apparatus

for measuring the boiling point might yield the results shown in Figure 1.6 for three test runs

conducted on separate days. Notice the different outcome for each test.

Why should the data from three seemingly identical tests show such different results?

Suppose we determine that the measurement system accuracy accounts for only 0.1�F of the test

data scatter. So another plausible contributing factor is the effect of an extraneous variable. Indeed,

a close examination of the test data shows a measured variation in the barometric pressure, which

would affect the boiling temperature. The pressure variation is consistent with the trend seen in

the boiling point data. Because the local barometric pressure was not controlled (i.e., it was not

held fixed between the tests), the pressure acted as an extraneous variable adding to the differences in

outcomes between the test runs. Control important variables or be prepared to solve a puzzle!

Parameters

In this text, we define a parameter as a functional grouping of variables. For example, a moment of

inertia or a Reynolds number has its value determined from the values of a grouping of variables. A

parameter that has an effect on the behavior of the measured variable is called a control parameter.

Available methods for establishing control parameters based on known process variables include

similarity and dimensional analysis techniques and physical laws (2–4). A parameter is controlled

if its value can be maintained during a set of measurements.

As an example, the flow rate, Q, developed by a fan depends on rotational speed, n, and the

diameter, d, of the fan. A control parameter for this group of three variables, found by similarity

methods, is the fan flow coefficient, C1 ¼ Q=nd3. For a given fan, d is fixed (and therefore

controlled), and if speed is somehow controlled, the fan flow rate associated with that speed can

be measured and the flow coefficient can be determined.
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Figure 1.6 Results of a boiling point test for water.
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Noise and Interference

Just how extraneous variables affect measured data can be delineated into noise and interference.

Noise is a random variation of the value of the measured signal as a consequence of the variation of

the extraneous variables. Noise increases data scatter. Interference imposes undesirable determi-

nistic trends on the measured value. Any uncontrolled influence that causes the signal or test

outcome to behave in a manner different from its true behavior is interference.

A common interference in electrical instruments comes from an AC power source and is

seen as a sinusoidal wave superimposed onto the measured signal path. Hum and acoustic

feedback in public address and audio systems are ready examples of interference effects that are

superimposed onto a desirable signal. Sometimes the interference is obvious. But if the period

of the interference is longer than the period over which the measurement is made, the false

trend may go unnoticed. So we want either to control the source of interference or to break up

its trend.

Consider the effects of noise and interference on the signal, y tð Þ ¼ 2 þ sin 2pt. As shown in

Figure 1.7, noise adds to the scatter of the signal. Through statistical techniques and other means, we

can sift through the noise to get at the desirable signal information. But interference imposes a trend

onto the signal. The measurement plan should be devised to break up such trends so that they appear

as random variations in the data set. Although this will increase the scatter in the measured values of

a data set, noise can be handled by statistics. It is far more important to eliminate false trends in the

data set.

With this discussion in mind, recall the boiling point example earlier. Barometric pressure

caused interference in each individual test. The barometric pressure did not change over the conduct

of any one test. But we could discern the effect only because we showed the results of several tests

taken over a period for which the value of this uncontrolled variable did change. This is a form of

randomization in that as barometric pressure changed between tests, its effect was entered into the

data set. Randomization methods are available that can be easily incorporated into the measurement
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plan and will minimize or eliminate interference trends. Several methods are discussed in the

paragraphs that follow.

Random Tests

Recall our car fuel-usage example in which the question is: ‘‘What fuel usage should I expect from

this car?’’ Let y be the fuel use, which depends on xa, fuel volume consumption, and xb, distance

traveled. We determine y by varying these two variables (that is, we drive the car). But the test result

can be affected by discrete extraneous variables such as the route, driver, weather, and road

conditions. For example, driving only on interstate highways would impose a false (untypical) trend

on our intended average fuel estimate, so we could drive on different types of roads to break up this

trend. This approach introduces a random test strategy.

In general, consider the situation in which the dependent variable, y, is a function of several

independent variables, xa, xb, . . . . However, the measurement of y can also be influenced by

several extraneous variables, zj, where j ¼ 1, 2, . . . , such that y ¼ f xa; xb; . . . ; zj
� �

. To find the

dependence of y on the independent variables, they are varied in a controlled manner. Although the

influence of the zj variables on these tests cannot be eliminated, the possibility of their introducing a

false trend on y can be minimized by a proper test strategy. Randomization is one such strategy.

Randomization

We define a random test by a measurement matrix that sets a random order to the change in the value

of the independent variable applied. The effect of the random order on the results of the test is termed

randomization. Trends normally introduced by the coupling of a relatively slow and uncontrolled

variation in the extraneous variables with a sequential application in values of the independent

variable applied will be broken up. This type of plan is effective for the local control of extraneous

variables that change in a continuous manner. Consider Examples 1.1 and 1.2.

Discrete extraneous variables are treated a little differently. The use of different instruments,

different test operators, and different test operating conditions are examples of discrete extraneous

variables that can affect the outcome of a measurement. Randomizing a test matrix to minimize discrete

influences can be done efficiently through the use of experimental design using random blocks. A block

consists of a data set of the measured variable in which the controlled variable is varied but the

extraneous variable is fixed. The extraneous variable is varied between blocks. This enables some

amount of local control over the discrete extraneous variable. In the fuel-usage example, we might

consider several blocks, each comprised of a different driver (extraneous variable) driving similar

routes, and averaging the results. In the example of Figure 1.6, if we cannot control the barometric

pressure in the test, then the imposed strategy of using several tests (blocks) under different values of

barometric pressure breaks up the interference effect found in a single test. Many strategies for

randomized blocks exist, as do advanced statistical methods for data analysis (5–8). In any event, a

random test is useful to assess the influence of an uncontrolled variable. Consider Examples 1.3 and 1.4.

Example 1.1

In the pressure calibration system shown in Figure 1.8, a sensor–transducer is exposed to a known

pressure, p. The transducer, powered by an external supply, converts the sensed signal into a

voltage that is measured by a voltmeter. The measurement approach is to control the applied

10 Chapter 1 Basic Concepts of Measurement Methods



E1C01 09/14/2010 15:40:34 Page 11

pressure by the measured displacement of a piston that is used to compress a gas contained within

the piston-cylinder chamber. The gas chosen closely obeys the ideal gas law. Hence, piston

displacement, x, which sets the chamber volume, 8 ¼ (x � area), is easily related to chamber

pressure. Identify the independent and dependent variables in the calibration and possible

extraneous variables.

KNOWN Pressure calibration system of Figure 1.8.

FIND Independent, dependent, and extraneous variables.

SOLUTION The control parameter for this problem can be formed from the ideal gas law:

p8/T ¼ constant, where T is the gas temperature. An independent variable in the calibration is the

piston displacement that sets the volume. This variable can be controlled by locking the piston into

position. From the ideal gas law, gas pressure will also be dependent on temperature, and therefore

temperature is also an independent variable. However, T and 8 are not in themselves independent

according to the control parameter. Since volume is to be varied through variation of piston

displacement, T and 8 can be controlled provided a mechanism is incorporated into the scheme to

maintain a constant gas temperature within the chamber. This will also maintain chamber area

constant, a relevant factor in controlling the volume. In that way, the applied variations in 8 will be

the only effect on pressure, as desired. The dependent variable is the chamber gas pressure. The

pressure sensor is exposed to the chamber gas pressure and, hence, this is the pressure it senses.

Examples of likely extraneous variables would include noise effects due to the room temperature, z1,

and line voltage variations, z2, which would affect the excitation voltage from the power supply and

the performance of the voltmeter. Connecting wires between devices will act as an antenna and

possibly will introduce interference, z3, superimposed onto the electrical signal, an effect that can be

reduced by proper electrical shielding. This list is not exhaustive but illustrative. Hence,

p ¼ f 8; T; z1; z2; z3ð Þ; where 8 ¼ f 1 x; Tð Þ:

COMMENT Even though we might try to keep the gas temperature constant, even slight

variations in the gas temperature would affect the volume and pressure and, hence, will act as an

additional extraneous variable!

Extraneous
variables

Pressure
transducer

Open to
atmosphere

Piston

p, ∀, T

Cylinder

x

Power
source

Voltmeter

Figure 1.8 Pressure calibration system.
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Example 1.2

Develop a test matrix that will minimize the interference effects of any extraneous variables in

Example 1.1.

KNOWN p ¼ f 8; T ; z1; z2; z3ð Þ, where 8 ¼ f 1 x; Tð Þ. Control variable 8 is changed.

Dependent variable p is measured.

FIND Randomize possible effects of extraneous variables.

SOLUTION Part of our test strategy is to vary volume, control gas temperature, and measure

pressure. An important feature of all test plans is a strategy that minimizes the superposition of

false trends onto the data set by the extraneous variables. Since z1, z2, and z3 and any inability to

hold the gas temperature constant are continuous extraneous variables, their influence on p can be

randomized by a random test. This entails shuffling the order by which 8 is applied. Say that we pick

six values of volume, 81, 82, 83, 84, 85, and 86, where the subscripts correspond to an increasing

sequential order of the respective values of volume. Any random order will do fine. One possibility,

found by using the random function features of a hand-held calculator, is

82 85 81 84 86 83

If we perform our measurements in a random order, interference trends will be broken up.

Example 1.3

The manufacture of a particular composite material requires mixing a percentage by weight of

binder with resin to produce a gel. The gel is used to impregnate a fiber to produce the composite

material in a manual process called the lay-up. The strength, s, of the finished material depends

on the percent binder in the gel. However, the strength may also be lay-up operator dependent.

Formulate a test matrix by which the strength to percent binder–gel ratio under production

conditions can be established.

KNOWN s ¼ f (binder; operator)

ASSUMPTION Strength is affected only by binder and operator.

FIND Test matrix to randomize effects of operator.

SOLUTION The dependent variable, s, is to be tested against the independent variable,

percent binder–gel ratio. The operator is an extraneous variable in actual production. As a

simple test, we could test the relationship between three binder–gel ratios, A, B, and C, and

measure strength. We could also choose three typical operators (z1, z2, and z3) to produce N

separate composite test samples for each of the three binder–gel ratios. This gives the three-

block test pattern:

Block

1 z1: A B C

2 z2: A B C

3 z3: A B C

12 Chapter 1 Basic Concepts of Measurement Methods
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In the analysis of the test, all of these data can be combined. The results of each block will

include each operator’s influence as a variation. We can assume that the order used within each

block is unimportant. But if only the data from one operator are considered, the results may show a

trend consistent with the lay-up technique of that operator. The test matrix above will randomize the

influence of any one operator on the strength test results by introducing the influence of several

operators.

Example 1.4

Suppose following lay-up, the composite material of Example 1.3 is allowed to cure at a controlled

but elevated temperature. We wish to develop a relationship between the binder–gel ratio and the

cure temperature and strength. Develop a suitable test matrix.

KNOWN s ¼ f (binder, temperature, operator)

ASSUMPTION Strength is affected only by binder, temperature, and operator.

FIND Test matrix to randomize effect of operator.

SOLUTION We develop a simple matrix to test for the dependence of composite strength on

the independent variables of binder–gel ratio and cure temperature. We could proceed as in Example

1.3 and set up three randomized blocks for ratio and three for temperature for a total of 18 separate

tests. Suppose instead we choose three temperatures, T1, T2, and T3, along with three binder–gel

ratios, A, B, and C, and three operators, z1, z2, and z3, and set up a 3 � 3 test matrix representing a

single randomized block. If we organize the block such that no operator runs the same test

combination more than once, we randomize the influence of any one operator on a particular binder–

gel ratio, temperature test.

z1 z2 z3

A T1 T2 T3

B T2 T3 T1

C T3 T1 T2

COMMENT The suggested test matrix not only randomizes the extraneous variable, it has

reduced the number of tests by one-half over the direct use of three blocks for ratio and for

temperature. However, either approach is fine. The above matrix is referred to as a Latin square

(5–8).

If we wanted to include our ability to control the independent variables in the test data

variations, we could duplicate the Latin-square test several times to build up a significant database.

Replication and Repetition

In general, the estimated value of a measured variable improves with the number of measurements.

For example, a bearing manufacturer would obtain a better estimate of the mean diameter and the

variation in the diameters of a batch of bearings by measuring many bearings rather than just a few.

1.3 Experimental Test Plan 13
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Repeated measurements made during any single test run or on a single batch are called repetitions.

Repetition helps to quantify the variation in a measured variable as it occurs during any one test or

batch while the operating conditions are held under nominal control. However, repetition will not

permit an assessment of how precisely the operating conditions can be set.

If the bearing manufacturer was interested in how closely bearing mean diameter was

controlled in day-in and day-out operations with a particular machine or test operator, duplicate

tests run on different days would be needed. An independent duplication of a set of measurements

using similar operating conditions is referred to as a replication. Replication allows for quantifying

the variation in a measured variable as it occurs between different tests, each having the same

nominal values of operating conditions.

Finally, if the bearing manufacturer were interested in how closely bearing mean diameter was

controlled when using different machines or different machine operators, duplicate tests using these

different configurations holds the answer. Here, replication provides a means to randomize the

interference effects of the different bearing machines or operators.

Replication allows us to assess the control of setting the operating conditions, that is, the ability

to reset the conditions to some desired value. Ultimately, replication provides the means to estimate

control over the procedure used.

Example 1.5

Consider a room furnace thermostat. Set to some temperature, we can make repeated measurements

(repetition) of room temperature and come to a conclusion about the average value and the variation

in room temperature at that particular thermostat setting. Repetition allows us to estimate the

variation in this measured variable. This repetition permits an assessment of how well we can

maintain (control) the operating condition.

Now suppose we change the set temperature to some arbitrary value but sometime later

return it to the original setting and duplicate the measurements. The two sets of test data are

replications of each other. We might find that the average temperature in the second test differs

from the first. The different averages suggest something about our ability to set and control the

temperature in the room. Replication permits the assessment of how well we can duplicate a set

of conditions.

Concomitant Methods

Is my test working? What value of result should I expect? To help answer these, a good strategy is to

incorporate concomitant methods in a measurement plan. The goal is to obtain two or more

estimates for the result, each based on a different method, which can be compared as a check for

agreement. This may affect the experimental design in that additional variables may need to be

measured. Or the different method could be an analysis that estimates an expected value of the

measurement. For example, suppose we want to establish the volume of a cylindrical rod of known

material. We could simply measure the diameter and length of the rod to compute this. Alternatively,

we could measure the weight of the rod and compute volume based on the specific weight of the

material. The second method complements the first and provides an important check on the

adequacy of the first estimate.
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1.4 CALIBRATION

A calibration applies a known input value to a measurement system for the purpose of observing the

system output value. It establishes the relationship between the input and output values. The known

value used for the calibration is called the standard.

Static Calibration

The most common type of calibration is known as a static calibration. In this procedure, a known

value is input to the system under calibration and the system output is recorded. The term ‘‘static’’

implies that the values of the variables involved remain constant; that is, they do not vary with time

or space. In static calibrations, only the magnitudes of the known input and the measured output are

important.

By applying a range of known input values and by observing the system output values, a direct

calibration curve can be developed for the measurement system. On such a curve the input, x, is

plotted on the abscissa against the measured output, y, on the ordinate, such as indicated in

Figure 1.9. In a calibration the input value is usually a controlled independent variable, while the

measured output value is the dependent variable of the calibration.

The static calibration curve describes the static input–output relationship for a measurement

system and forms the logic by which the indicated output can be interpreted during an actual

measurement. For example, the calibration curve is the basis for fixing the output display scale on a

measurement system, such as that of Figure 1.4. Alternatively, a calibration curve can be used as part

of developing a functional relationship, an equation known as a correlation, between input and

output. A correlation will have the form y ¼ f xð Þ and is determined by applying physical reasoning

and curve fitting techniques to the calibration curve. The correlation can then be used in later

measurements to ascertain the unknown input value based on the output value, the value indicated by

the measurement system.
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Figure 1.9 Representative

static calibration curve.
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Dynamic Calibration

When the variables of interest are time (or space) dependent and such varying information is

sought, we need dynamic information. In a broad sense, dynamic variables are time (or space)

dependent in both their magnitude and frequency content. A dynamic calibration determines the

relationship between an input of known dynamic behavior and the measurement system output.

Usually, such calibrations involve applying either a sinusoidal signal or a step change as the

known input signal. The dynamic nature of signals and measurement systems is explored fully in

Chapter 3.

Static Sensitivity

The slope of a static calibration curve provides the static sensitivity4 of the measurement system. As

depicted graphically in the calibration curve of Figure 1.9, the static sensitivity, K, at any particular

static input value, say x1, is evaluated by

K ¼ K x1ð Þ ¼ dy

dx

� �
x¼x1

ð1:1Þ

where K is a function of x. The static sensitivity is a measure relating the change in the indicated

output associated with a given change in a static input.

Range

A calibration applies known inputs ranging from the minimum to the maximum values for which the

measurement system is to be used. These limits define the operating range of the system. The input

operating range is defined as extending from xmin to xmax. The input operating range may be

expressed in terms of the difference of the limits as

ri ¼ xmax � xmin ð1:2Þ
This is equivalent to specifying the output operating range from ymin to ymax. The output span or

full-scale operating range (FSO) is expressed as

ro ¼ ymax � ymin ð1:3Þ
It is important to avoid extrapolation beyond the range of known calibration during measure-

ment since the behavior of the measurement system is uncharted in these regions. As such, the range

of calibration should be carefully selected.

Resolution

The resolution represents the smallest increment in the measured value that can be discerned. In

terms of a measurement system, it is quantified by the smallest scale increment or least count (least

significant digit) of the output readout indicator.

4 Some texts refer to this as the static gain.
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Accuracy and Error

The exact value of a variable is called the true value. The value of the variables as indicated by a

measurement system is called the measured value. The accuracy of a measurement refers to the

closeness of agreement between the measured value and the true value. But the true value is rarely

known exactly, and various influences, called errors, have an effect on both of these values. So the

concept of the accuracy of a measurement is a qualitative one.

An appropriate approach to stating this closeness of agreement is to identify the measurement

errors and to quantify them by the value of their associated uncertainties, where an uncertainty is the

estimated range of value of an error. We define an error, e, as the difference between the measured

value and the true value, that is

e ¼ Measured value � True value ð1:4Þ
While the true value is rarely known exactly, Equation 1.4 serves as a reference definition.

Errors exist and they have a magnitude as given by Equation 1.4. The concept is something we

discuss next and then develop extensively in Chapter 5.

Often an estimate for the value of error is based on a reference value used during the

instrument’s calibration as a surrogate for the true value. A relative error based on this reference

value is estimated by

A ¼ jej
Reference value

� 100 ð1:5Þ
A few vendors may still refer to this term as the ‘‘relative accuracy.’’

A special form of a calibration curve is the deviation plot, such as shown in Figure 1.10. Such a

curve plots the error or deviation between a reference or expected value, y
0
, and the measured value,

y, versus the measured value. Deviation curves are extremely useful when the differences between

the reference and the measured value are too small to suggest possible trends on direct calibration

plots. As an example, a deviation plot of the calibration of a temperature-sensing thermocouple is
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given in Figure 1.10. The voltage output during calibration is compared with the expected values

obtained from reference tables. The trend of the errors can be correlated, as shown by the curve fit.

We see the maximum errors are two orders of magnitude smaller than the measured values, but we

also see that the errors are smallest at either limit of the measuring range. We also see that the error

varies in magnitude. The range over which it varies is the uncertainty in the measurement.

Random and Systematic Errors and Uncertainty

Errors are effects that cause a measured value to differ from its true value. Random error causes a

random variation in measured values found during repeated measurements of a variable. Systematic

error causes an offset between the mean value of the data set and its true value. Both random and

systematic errors affect a system’s accuracy.

The concept of accuracy and the effects of systematic and random errors in instruments

and measurement systems can be illustrated by the throw of darts. Consider the dart boards in

Figure 1.11 where the goal will be to throw the darts into the bull’s-eye. For this analogy, the bull’s-

eye can represent the true value and each throw can represent a measured value. In Figure 1.11a,

the thrower displays good repeatability (i.e., a small effect from random error) in that each throw

repeatedly hits the same spot on the board, but the thrower is not accurate in that the dart misses the

bull’s-eye each time. We see that a small amount of random error is not a complete measure of

the accuracy of this thrower. The error in each throw can be computed from the distance between

the bull’s-eye and each dart. The average value of the error gives an estimate of the systematic error

in the throws. This thrower has an offset to the left of the target. If the effect of this systematic error

could be reduced, then this thrower’s accuracy would improve. In Figure 1.11b, the thrower

displays a high accuracy, hitting the bull’s-eye on each throw. Both scatter and offset are near zero.

High accuracy must imply a small influence of both the random and systematic errors as shown. In

Figure 1.11c, the thrower does not show good accuracy, with errant throws scattered around

the board. Each throw contains a different amount of error. While an estimate of the systematic

error is the average of the errors in the throws, the estimate of the random error is related to

the varying amount of error in the throws, a value that can be estimated using statistical methods.

The estimates in the random and systematic errors of the thrower can be computed using the

statistical methods that are discussed in Chapter 4 or the methods of comparison discussed in

Chapter 5.

(a) High repeatability gives
low random error but no
direct indication of accuracy.

(b) High accuracy means low
random and systematic errors.

(c) Systematic and random errors
lead to poor accuracy.

Figure 1.11 Throws of a dart: illustration of random and systematic errors and accuracy.
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Suppose we used a measurement system to measure a variable whose value was kept constant

and known almost exactly, as in a calibration. For example, 10 independent measurements are made

with the results as shown in Figure 1.12. The variations in the measurements, the observed scatter in

the data, would be related to the random error associated with the measurement of the variable. This

scatter is mainly due to (1) the measurement system and the measurement method, and (2) any

uncontrolled variations in the variable. However, the offset between the apparent average of the

readings and the true value would provide a measure of the systematic error to be expected from this

measurement system.

Uncertainty

The uncertainty is a numerical estimate of the possible range of the error in a measurement. In any

measurement, the error is not known exactly since the true value is rarely known exactly. But based on

available information, the operator might feel confident that the error is within certain bounds, a plus

or minus range of the indicated reading. This is the assigned uncertainty. Uncertainty is brought about

by all of the errors that are present in the measurement system—its calibration, the data set statistics,

and the measurement technique. Individual errors are properties of the instruments, the test method,

the analysis, and the measurement system. Uncertainty is a property of the test result. In Figure 1.12,

we see that we might assign an estimate to the random error, that is, the random uncertainty, based on

the data scatter. The systematic uncertainty might be based on a comparison against a concomitant

method. A method of estimating the overall uncertainty in the test result is treated in detail in

Chapter 5.

The uncertainty values assigned to an instrument or measurement system specification are usually

the result of several interacting random and systematic errors inherent to the measurement system, the

calibration procedure, and the standard used to provide the known value. An example of the errors

affecting an instrument is given for a typical pressure transducer in Table 1.1. The value assigned to

each error is the uncertainty.
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Sequential Test

A sequential test applies a sequential variation in the input value over the desired input range. This

may be accomplished by increasing the input value (upscale direction) or by decreasing the input

value (downscale direction) over the full input range.

Hysteresis

The sequential test is an effective diagnostic technique for identifying and quantifying hysteresis

error in a measurement system. Hysteresis error refers to differences between an upscale

sequential test and a downscale sequential test. The hysteresis error of the system is estimated

by its uncertainty uh ¼ yð Þupscale � yð Þdownscale. The effect of hysteresis in a sequential test

calibration curve is illustrated in Figure 1.13a. Hysteresis is usually specified for a measurement

system in terms of the maximum hysteresis error as a percentage of full-scale output range, ro,

%uhmax
¼ uhmax

ro
� 100 ð1:6Þ

such as the value indicated in Table 1.1. Hysteresis occurs when the output of a measurement

system is dependent on the previous value indicated by the system. Such dependencies can be

brought about through some realistic system limitations such as friction or viscous damping in

moving parts or residual charge in electrical components. Some hysteresis is normal for any system

and affects the repeatability of the system.

Random Test

A random test applies a random order in the values of a known input over the intended calibration

range. The random application of input tends to reduce the impact of interference. It breaks up

hysteresis effects and observation errors. It ensures that each application of input value is

independent of the previous. As such, it reduces calibration systematic error, converting it to

random error. Generally, such a random variation in input value will more closely simulate the actual

measurement situation.

Table 1.1 Manufacturer’s Specifications: Typical Pressure Transducer

Operation

Input range 0–1000 cm H2O

Excitation �15 V DC

Output range 0–5 V

Performance

Linearity error �0.5% FSO

Hysteresis error Less than �0.15% FSO

Sensitivity error �0.25% of reading

Thermal sensitivity error �0.02%/�C of reading

Thermal zero drift �0.02%/�C FSO

Temperature range 0–50 �C

FSO, full-scale operating range.
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A random test provides an important diagnostic for the delineation of several measurement

system performance characteristics based on a set of random calibration test data. In particular,

linearity error, sensitivity error, zero error, and instrument repeatability error, as illustrated in

Figure 1.13b–e, can be quantified from a static random test calibration.

Linearity Error

Many instruments are designed to achieve a linear relationship between the applied static input and

indicated output values. Such a linear static calibration curve would have the general form

yL xð Þ ¼ a0 þ a1x ð1:7Þ
where the curve fit yL(x) provides a predicted output value based on a linear relation between x and

y. However, in real systems, truly linear behavior is only approximately achieved. As a result,
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measurement device specifications usually provide a statement as to the expected linearity of the

static calibration curve for the device. The relationship between yL(x) and measured value y(x) is a

measure of the nonlinear behavior of a system:

uL xð Þ ¼ y xð Þ � yL xð Þ ð1:8Þ
where uL(x) is a measure of the linearity error that arises in describing the actual system behavior by

Equation 1.7. Such behavior is illustrated in Figure 1.13b in which a linear curve has been fit through

a calibration data set. For a measurement system that is essentially linear in behavior, the extent of

possible nonlinearity in a measurement device is often specified in terms of the maximum expected

linearity error as a percentage of full-scale output range, ro,

%uLmax
¼ uLmax

ro
� 100 ð1:9Þ

This is how the linearity error for the pressure transducer in Table 1.1 was estimated. Statistical

methods of quantifying data scatter about a line or curve fit are discussed in Chapter 4.

Sensitivity and Zero Errors

The scatter in the data measured during a calibration affects the precision in predicting the slope of

the calibration curve. As shown for the linear calibration curve in Figure 1.13c, in which the zero

intercept is fixed, the scatter in the data about the curve fit are random errors. The sensitivity error,

uK, is a statistical measure of the random error in the estimate of the slope of the calibration curve

(we discuss the statistical estimate further in Chapter 4). The static sensitivity of a device is also

temperature dependent, and this is often specified. In Table 1.1, the sensitivity error reflects

calibration results at a constant reference ambient temperature, whereas the thermal sensitivity error

was found by calibration at different temperatures.

If the zero intercept is not fixed but the sensitivity is constant, then a drift in the zero intercept

introduces a vertical shift of the calibration curve, as shown in Figure 1.13d. This shift is known as

the zero error with uncertainty, uz. Zero error can usually be reduced by periodically adjusting the

output from the measurement system under a zero input condition. However, some random variation

in the zero intercept is common, particularly with electronic and digital equipment subjected to

temperature variations (e.g., thermal zero drift in Table 1.1).

Instrument Repeatability

The ability of a measurement system to indicate the same value on repeated but independent

application of the same input provides a measure of the instrument repeatability. Specific claims of

repeatability are based on multiple calibration tests (replication) performed within a given lab on the

particular unit. Repeatability, as shown in Figure 1.13e, is based on a statistical measure (developed

in Chapter 4) called the standard deviation, sx, a measure of the variation in the output for a given

input. The value claimed is usually in terms of the maximum expected error as a percentage of full-

scale output range:

%uRmax
¼ 2sx

ro
� 100 ð1:10Þ

The instrument repeatability reflects only the variations found under controlled calibration

conditions.
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Reproducibility

The term ‘‘reproducibility,’’ when reported in instrument specifications, refers to the closeness of

agreement in results obtained from duplicate tests carried out under similar conditions of

measurement. As with repeatability, the uncertainty is based on statistical measures. Manufacturer

claims of instrument reproducibility must be based on multiple tests (replication) performed in

different labs on a single unit or model of instrument.

Instrument Precision

The term ‘‘instrument precision,’’ when reported in instrument specifications, refers to a random

uncertainty based on the results of separate repeatability tests. Manufacturer claims of instrument

precision must be based on multiple tests (replication) performed on different units of the same

manufacture, either performed in the same lab (same-lab precision) or, preferably, performed in

different labs (between-lab precision).

Overall Instrument Error and Instrument Uncertainty

An estimate of the overall instrument error is made by combining the estimates of all known errors

into a term called the instrument uncertainty. The estimate is computed from the square root of the

sum of the squares of all known uncertainty values. For M known errors, the overall instrument

uncertainty, uc, is estimated by

uc ¼ u2
1 þ u2

2 þ � � � þ u2
M

� �1=2 ð1:11Þ
For example, for an instrument having known hysteresis, linearity, and sensitivity errors, the

instrument uncertainty is estimated by

uc ¼ u2
h þ u2

L þ u2
K

� �1=2 ð1:12Þ

1.5 STANDARDS

When a measurement system is calibrated, its indicated value is compared directly with a reference

value. This reference value forms the basis of the comparison and is known as the standard. This

standard may be based on the output from a piece of equipment, from an object having a well-

defined physical attribute to be used as a comparison, or from a well-accepted technique known to

produce a reliable value. Let us explore how certain standards come to be and how these standards

are the foundation of all measurements.

Primary Standards

A dimension defines a physical variable that is used to describe some aspect of a physical system. A

unit defines a quantitative measure of a dimension. For example, mass, length, and time describe

base dimensions with which we associate the units of kilogram, meter, and second. A primary

standard defines the value of a unit. It provides the means to describe the unit with a unique number

that can be understood throughout the world. The primary standard, then, assigns a unique value to a

unit by definition! As such it must define the unit exactly. In 1960, the General Conference on

Weights and Measures (CGPM), the international agency responsible for maintaining exact uniform

standards of measurements, formally adopted the International System of Units (SI) as the
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international standard of units. The system has been adopted worldwide. Other unit systems are

commonly used in the consumer market and so deserve mention. These other unit systems are not

standards and are treated as conversions from SI. Examples of these include the inch-pound (I-P)

unit system found in the United States and the gravitational mks (meter-kilogram-second or metric)

unit system common to much of the world.

Primary standards are necessary because the value assigned to a unit is actually arbitrary. For

example, over 4500 years ago the Egyptian cubit was used as a standard of length and based on the

length from outstretched fingertips to the elbow. It was later codified with a master of marble, a stick

about 52 cm in length, on which scratches were etched to define subunits of length. This standard

served well for centuries!

So whether today’s standard unit of length, the meter, is the length of a king’s forearm or the

distance light travels in a fraction of a second really only depends on how we want to define it. To

avoid confusion, units are defined by international agreement through the use of primary standards.

Once agreed upon, a primary standard forms the exact definition of the unit until it is changed by

some later agreement. Important features sought in any standard should include global availability,

continued reliability, and stability with minimal sensitivity to external environmental sources. Next

we examine some basic dimensions and the primary standards that form the definition of the units

that describe them (9).

Base Dimensions and Their Units

Mass

The dimension of mass is defined by the kilogram. Originally, the unit of the kilogram was defined

by the mass of one liter of water at room temperature. But today an equivalent yet more consistent

definition defines the kilogram exactly as the mass of a particular platinum-iridium cylindrical bar

that is maintained under very specific conditions at the International Bureau of Weights and

Measures located in Sevres, France. This particular bar (consisting of 90% platinum and 10%

iridium by mass) forms the primary standard for the kilogram. It remains today as the only basic unit

still defined in terms of a material object.

In the United States, the I-P unit system (also referred to as the U.S. customary units) remains

widely used. In the I-P system, mass is defined by the pound-mass, lbm, which is derived directly and

exactly from the definition of the kilogram:

1 lbm ¼ 0:4535924 kg ð1:13Þ
Equivalent standards for the kilogram and other standards units are maintained by the U.S.

National Institute of Standards and Technology (NIST) in Gaithersburg, Maryland, and other

national labs around the globe. NIST claims that their mass standard is accurate to an uncertainty of

within 1 mg in 27,200 kg.

Time and Frequency

The dimension of time is defined by the unit of a second. One second (s) is defined as the time

elapsed during 9,192,631,770 periods of the radiation emitted between two excitation levels of the

fundamental state of cesium-133 (10). Despite this seemingly unusual definition, this primary

standard can be reliably reproduced at suitably equipped laboratories throughout the world to an

uncertainty of within two parts in 10 trillion.
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The Bureau International de l’Heure (BIH) in Paris maintains the primary standard for clock

time. Periodically, adjustments to clocks around the world are made relative to the BIH clock so as to

keep time synchronous.

The standard for cyclical frequency is derived from the time standard. The standard unit is

the hertz (1 Hz ¼ 1 cycle/s). The cyclical frequency is related to the circular frequency

(radians/s) by

1 Hz ¼ 2p rad

1 s
ð1:14Þ

Both time and frequency standard signals are broadcast worldwide over designated radio stations for

use in navigation and as a source of a standard for these dimensions.

Length

The meter is the standard unit for length. New primary standards are established when our

ability to determine the new standard becomes more accurate (i.e., lower uncertainty) than the

existing standard. In 1982, a new primary standard was adopted by the CGPM to define the

unit of a meter. One meter (m) is now defined exactly as the length traveled by light in

1/299,792,458 of a second, a number derived from the velocity of light in a vacuum (defined as

299,792,458 m/s).

The I-P system unit of the inch and the related unit of the foot are derived exactly from the

meter.

1 ft ¼ 0:3048 m

1 in: ¼ 0:0254 m
ð1:15Þ

Temperature

The kelvin, K, is the SI unit of thermodynamic temperature and is the fraction 1/273.16 of the

thermodynamic temperature of the triple point of water. This temperature scale was devised by

William Thomson, Lord Kelvin (1824–1907), and forms the basis for the absolute practical

temperature scale in common use. This scale is based on polynomial interpolation between

the equilibrium phase change points of a number of common pure substances from the triple

point of equilibrium hydrogen (13.81 K) to the freezing point of pure gold (1337.58 K). Above

1337.58 K, the scale is based on Planck’s law of radiant emissions. The details of the standard have

been modified over the years but are governed by the International Temperature Scale–1990 (11).

The I-P unit system uses the absolute scale of Rankine (�R). This and the common scales of

Celsius (�C), used in the metric system, and Fahrenheit (�F) are related to the Kelvin scale by the

following:

�Cð Þ ¼ Kð Þ � 273:15
�Fð Þ ¼ �Rð Þ � 459:67
�Fð Þ ¼ 1:8 � �Cð Þ þ 32:0

ð1:16Þ

Current

The SI unit for current is the ampere. One ampere (A) is defined as that constant current which, if

maintained in two straight parallel conductors of infinite length and of negligible circular cross
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section and placed 1 m apart in vacuum, would produce a force equal to 2 � 10�7 newtons per meter

of length between these conductors.

Measure of Substance

The unit of quantity of a substance is defined by the mole. One mole (mol) is the amount of

substance of a system that contains as many elementary entities as there are atoms in 0.012 kilogram

of carbon 12.

Luminous Intensity

The intensity of light is defined by the candela. One candela (cd) is the luminous intensity, in a given

direction, of a source that emits monochromatic radiation of frequency 5:40 � 1014 hertz and that

has a radiant intensity in that direction of 1/683 watt per steradian.

Derived Units

Other dimensions and their associated units are defined in terms of and derived from the base

dimensions and units (9,12).

Force

From Newton’s law, force is proportional to mass times acceleration:

Force ¼ Mass � Acceleration

gc

where gc is a proportionality constant used to maintain consistency in units.

Force is defined by a derived unit called the newton (N), which is derived from the base

dimensions of mass, length, and time:

1 N ¼ 1
kg � m

s2
ð1:17Þ

So for this system the value of gc must be 1.0 kg-m/s2-N. Note that the resulting expression for

Newton’s second law does not explicitly require the inclusion of gc to make units match and so is

often ignored.

However, in I-P units, the units of force and mass are related through the definition: One pound-

mass (lbm) exerts a force of 1 pound (lb) in a standard gravitational field. With this definition,

1 lb ¼ 1 lbmð Þ 32:174 ft/s2ð Þ
gc

ð1:18Þ

and gc must take on the value of 32.174 lbm-ft/lb-s2. In I-P units, the pound is a defined quantity and

gc must be derived through Newton’s law.

Similarly, in the gravitational mks (metric) system, which uses the kilogram-force (kgf),

1 kgf ¼
1 kgð Þ 9:80665 m/s2ð Þ

gc
ð1:19Þ

and the value for gc takes on a value of exactly 9.80665 kg-m/s2-kgf.
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Many engineers have some difficulty with using gc in the non-SI systems. Actually, whenever

force and mass appear in the same expression, just remember to relate them using gc through

Newton’s law:

gc ¼
mg

F
¼ 1

kg � m/s2

N
¼ 32:174

lbm � ft/s2

lb
¼ 9:80665

kg � m/s2

kgf

ð1:20Þ

Other Derived Dimensions and Units

Energy is defined as force times length and uses the unit of the joule (J), which is derived from base

units as

1 J ¼ 1
kg � m2

s2
¼ 1 N � m ð1:21Þ

Power is defined as energy per unit time in terms of the unit of the watt (W), which is derived

from base units as:

1 W ¼ 1
kg � m2

s3
¼ 1

J

s
ð1:22Þ

Stress and pressure are defined as force per unit area, where area is length squared, in terms of

the pascal (Pa), which is derived from base units as

1 Pa ¼ 1
kg

m � s2
¼ 1 N/m2 ð1:23Þ

Electrical Dimensions

The units for the dimensions of electrical potential, and resistance, charge, and capacitance are

based on the definitions of the absolute volt (V), and ohm (V), coulomb (C), and farad (F),

respectively. Derived from the ampere, 1 ohm absolute is defined by 0.9995 times the resistance to

current flow of a column of mercury that is 1.063 m in length and has a mass of 0.0144521 kg at

273.15 K. The volt is derived from the units for power and current, 1 V ¼ 1 N-m/s-A ¼ 1W/A. The

ohm is derived from the units for electrical potential and current, 1 V¼ 1 kg-m2/s3-A2 ¼ 1 V/A. The

coulomb is derived from the units for current and time, 1 C ¼ 1 A-s. One volt is the difference of

potential between two points of an electical conductor when a current of 1 ampere flowing between

those points dissipates a power of 1 watt. The farad (F) is the standard unit for capacitance derived

from the units for charge and electric potential, 1 F ¼ 1 C/V.

On a practical level, working standards for resistance and capacitance take the form of certified

standard resistors and capacitors or resistance boxes and are used as standards for comparison in the

calibration of resistance measuring devices. The practical potential standard makes use of a standard

cell consisting of a saturated solution of cadmium sulfate. The potential difference of two

conductors connected across such a solution is set at 1.0183 V and at 293 K. The standard cell

maintains constant electromotive force over very long periods of time, provided that it is not

subjected to a current drain exceeding 100 mA for more than a few minutes. The standard cell is

typically used as a standard for comparison for voltage measurement devices.
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A chart for converting between units is included inside the text cover. Table 1.2 lists the basic

standard and some derived units used in SI and the corresponding units used in the I-P and

gravitational metric systems.

Hierarchy of Standards

The known value applied to a measurement system during calibration becomes the standard on

which the calibration is based. So how do we pick this standard, and how good is it? Obviously,

actual primary standards are impractical as standards for normal calibration use. But they serve as a

reference for exactness. It would not be reasonable to travel to France to calibrate an ordinary

laboratory scale using the primary standard for mass (nor would it likely be permitted!). So for

practical reasons, there exists a hierarchy of reference and secondary standards used to duplicate the

primary standards. Just below the primary standard in terms of absolute accuracy are the national

reference standards maintained by designated standards laboratories throughout the world. These

provide a reasonable duplication of the primary standard but allow for worldwide access to an

extremely accurate standard. Next to these, we develop transfer standards. These are used to

calibrate individual laboratory standards that might be used at various facilities within a country.

Laboratory standards serve to calibrate working standards. Working standards are used to calibrate

everyday devices used in manufacturing and research facilities. In the United States, NIST

maintains primary, reference, and secondary standards and recommends standard procedures for

the calibration of measurement systems.

Table 1.2 Dimensions and Unitsa

Dimension

Unit SI I-P

Primary

Length meter (m) inch (in.)

Mass kilogram (kg) pound-mass (lbm)

Time second (s) second (s)

Temperature kelvin (K) rankine (�R)

Current ampere (A) ampere (A)

Substance mole (mol) mole (mol)

Light intensity candela (cd) candela (cd)

Derived

Force newton (N) pound-force (lb)

Voltage volt (V) volt (V)

Resistance ohm (V) ohm (V)

Capacitance farad (F) farad (F)

Inductance henry (H) henry (H)

Stress, pressure pascal (Pa) pound-force/inch2 (psi)

Energy joule (J) foot pound-force (ft-lb)

Power watt (W) foot pound-force/second (ft-lb/s)

aSI dimensions and units are the international standards. I-P units are presented for

convenience.
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Each subsequent level of the hierarchy is derived by calibration against the standard at the

previous higher level. Table 1.3 lists an example of such a lineage for standards from a primary or

reference standard maintained at a national standards lab down to a working standard used in a

typical laboratory or production facility to calibrate everyday working instruments. If the facility

does not maintain a local (laboratory or working) standard, then the instruments must be sent off and

calibrated elsewhere. In such a case, a standards traceability certificate would be issued for the

instrument.

As one moves down through the standards lineage, the degree of exactness by which a standard

approximates the primary standard deteriorates. That is, increasing elements of error are introduced

into the standard as one moves from one level of hierarchy of standard to the next. As a common

example, an institution might maintain its own working standard (for some application) that is used

to calibrate the measurement devices found in the individual laboratories throughout the institution.

Periodic calibration of the working standard might be against the institution’s well-maintained local

standard. The local standard would be periodically sent off to be calibrated against the NIST (or

appropriate national standards lab) transfer standard (and traceability certificate issued). NIST will

periodically calibrate its own transfer standard against its reference or primary standard. This is

illustrated for a temperature standard traceability hierarchy in Table 1.4. The uncertainty in the

approximation of the known value increases as one moves down the hierarchy. It follows, then, that

since the calibration determines the relationship between the input value and the output value, the

accuracy of the calibration will depend in part on the accuracy of the standard. But if typical working

standards contain errors, how is accuracy ever determined? At best, this closeness of agreement is

quantified by the estimates of the known uncertainties in the calibration. And the confidence in that

estimate depends on the quality of the standard and the calibration techniques used.

Table 1.3 Hierarchy of Standardsa

Primary standard Maintained as absolute unit standard

Transfer standard Used to calibrate local standards

Local standard Used to calibrate working standards

Working standard Used to calibrate local instruments

aThere may be additional intermediate standards between each hierar-

chy level.

Table 1.4 Example of a Temperature Standard Traceability

Standard

Level Method Uncertainty [�C]a

Primary Fixed thermodynamic points 0

Transfer Platinum resistance thermometer �0.005

Working Platinum resistance thermometer �0.05

Local Thermocouple �0.5

aTypical combined instrument systematic and random uncertainties.
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Test Standards and Codes

The term ‘‘standard’’ is also applied in other ways in engineering. Test standards refer to well-

defined test procedures, technical terminology, methods to construct test specimens or test devices,

and/or methods for data reduction. The goal of a test standard is to provide consistency in the

conduct and reporting of a certain type of measurement between test facilities. Similarly, test codes

refer to procedures for the manufacture, installation, calibration, performance specification, and safe

operation of equipment.

Diverse examples of test standards and codes are illustrated in readily available documents

(13–16) from professional societies, such as the American Society of Mechanical Engineers

(ASME), the American Society of Testing and Materials (ASTM), and the International Standards

Organization (ISO). For example, ASME Power Test Code 19.5 provides detailed designs and

operation procedures for flow meters, while ASTM Test Standard F558-88 provides detailed

procedures for evaluating vacuum cleaner cleaning effectiveness and controls the language for

product performance claims. Engineering standards and codes are consensus documents agreed on

by knowledgeable parties interested in establishing, for example, some common basis for

comparing equipment performance between manufacturers. These are not binding legal documents

unless specifically adopted and implemented as such by a government agency. Still, they present a

convincing argument for best practice.

1.6 PRESENTING DATA

Since we use several plotting formats throughout this text to present data, it is best to introduce these

formats here. Data presentation conveys significant information about the relationship between

variables. Software is readily available to assist in providing high-quality plots, or plots can be

generated manually using graph paper. Several forms of plotting formats are discussed next.

Rectangular Coordinate Format

In rectangular grid format, both the ordinate and the abscissa have uniformly sized divisions

providing a linear scale. This is the most common format used for constructing plots and

establishing the form of the relationship between the independent and dependent variable.

Semilog Coordinate Format

In a semilog format, one coordinate has a linear scale and one coordinate has a logarithmic scale.

Plotting values on a logarithmic scale performs a logarithmic operation on those values, for

example, plotting y¼ f(x) on a logarithmic x-axis is the same as plotting y¼ log f(x) on rectangular

axes. Logarithmic scales are advantageous when one of the variables spans more than one order of

magnitude. In particular, the semilog format may be convenient when the data approximately follow

a relationship of the form y ¼ aex or y ¼ a10x as a linear curve will result in each case. A natural

logarithmic operation can also be conveyed on a logarithmic scale, as the relation ln y¼ 2.3 log y is

just a scaling operation.

Full-Log Coordinate Format

The full-log or log-log format has logarithmic scales for both axes and is equivalent to plotting log y

vs. log x on rectangular axes. Such a format is preferred when both variables contain data values that
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span more than one order of magnitude. With data that follow a trend of the form y ¼ axn, a linear

curve will be obtained in log-log format.

Significant Digits

Significant digits refer to the number of digits found before and after the decimal point in a reported

number. While leading zeros are not significant, all trailing zeros are significant. For example, 42.0

has three significant digits, including one decimal digit. The number of significant digits needed

depends on the problem and the close discretion of the engineer. But in the course of working a

problem, there should be consistency in the number of significant digits used and reported. The

number of digits reported reflects a measure of the uncertainty in the value assigned by the engineer.

So to determine the number of significant digits required, just ask yourself: ‘‘What value makes

sense to this problem?’’ For example, to maintain a relative uncertainty of within 1%, we need to

report values to three significant figures. But because rounding errors tend to accumulate during

calculations, we would perform all intermediate calculations to at least four significant figures, and

then round the final result down to three significant figures.

1.7 SUMMARY

During a measurement the input signal is not known but is inferred from the value of the output

signal from the measurement system. We discussed the process of calibration as the means to

relate a measured input value to the measurement system output value and the role of standards

in that process. An important step in the design of a measurement system is the inclusion of a

means for a reproducible calibration that closely simulates the type of signal to be input during

actual measurements. A test is the process of ‘‘asking a question.’’ The idea of a test plan was

developed to answer that question. However, a measured output signal can be affected by many

variables that will introduce variation and trends and confuse that answer. Careful test planning is

required to reduce such effects. A number of test plan strategies were developed, including

randomization. The popular term ‘‘accuracy’’ was explained in terms of the more useful concepts

of random error, systematic error, random uncertainty, and systematic uncertainty and their

effects on a measured value. We also explored the idea of test standards and engineering codes,

legal documents that influence practically every manufactured product around us.
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NOMENCLATURE

e absolute error

p pressure (ml�1t�2)

ri input span

ro output span

sx standard deviation of x

uc overall instrument uncertainty

uh hysteresis uncertainty; uncertainty assigned to

hysteresis error

uK sensitivity uncertainty; uncertainty assigned to

sensitivity error

uL linearity uncertainty; uncertainty assigned to

linearity error

uR repeatability uncertainty; uncertainty assigned

to repeatability error

uz zero uncertainty; uncertainty assigned to zero error

x independent variable; input value; measured

variable

y dependent variable; output value

yL linear polynomial

A relative error; relative accuracy

K static sensitivity

T temperature (�)

8 volume (l3)

PROBLEMS

1.1 Discuss your understanding of the hierarchy of standards beginning with the primary standard. In

general, what is meant by the term ‘‘standard’’? Can you cite examples of standards in everyday use?

1.2 What is the purpose of a calibration? Suppose an instrument is labeled as ‘‘calibrated.’’ What should

this mean to you as an engineer?

1.3 Suppose you found a dial thermometer in a stockroom. Discuss several methods by which you might

estimate random and systematic error in the thermometer? How would you estimate its uncertainty?

1.4 Consider the example described in Figure 1.6. Discuss the effect of the extraneous variable,

barometric pressure, in terms of noise and interference relative to any one test and relative to several

tests. Discuss how the interference effect can be broken up into noise.

1.5 How would the resolution of the display scale of an instrument affect its uncertainty? Suppose the

scale was somehow offset by one least count of resolution. How would this affect its uncertainty?

Explain in terms of random and systematic error.

1.6 How would the hysteresis of an instrument affect its uncertainty? Explain in terms of random and

systematic error.
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1.7 Select three different types of measurement systems with which you have experience, and identify

which attributes of the system comprise the measurement system stages of Figure 1.5.

1.8 Identify the measurement system stages for the following systems (refer back to Figure 1.5 and use

other resources, such as a library or Internet search, as needed to learn more about each system):

a. Room thermostat

b. Automobile speedometer

c. Portable CD stereo system

d. Antilock braking system (automobile)

e. Automobile cruise control

f. Throttle position sensor for a Formula One race car

1.9 What is the range of the calibration data of Table 1.5?

1.10 For the calibration data of Table 1.5, plot the results using rectangular and log-log scales. Discuss the

apparent advantages of either presentation.

1.11 For the calibration data of Table 1.5, determine the static sensitivity of the system at (a) X ¼ 5;

(b) X ¼ 10; and (c) X ¼ 20. For which input values is the system more sensitive? Explain what this

might mean in terms of a measurement and in terms of measurement errors.

1.12 Consider the voltmeter calibration data in Table 1.6. Plot the data using a suitable scale. Specify the

percent maximum hysteresis based on full-scale range. Input X is based on a standard known to be

accurate to better than 0.05 mV.

1.13 Three clocks are compared to a time standard at three successive hours. The data are given in

Table 1.7. Using Figure 1.12 as a guide, arrange these clocks in order of estimated accuracy. Discuss

your choices.

Table 1.5 Calibration Data

X [cm] Y [V] X [cm] Y [V]

0.5 0.4 10.0 15.8

1.0 1.0 20.0 36.4

2.0 2.3 50.0 110.1

5.0 6.9 100.0 253.2

Table 1.6 Voltmeter Calibration Data

Increasing Input [mV] Decreasing Input [mV]

X Y X Y

0.0 0.1 5.0 5.0

1.0 1.1 4.0 4.2

2.0 2.1 3.0 3.2

3.0 3.0 2.0 2.2

4.0 4.1 1.0 1.2

5.0 5.0 0.0 0.2
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1.14 Each of the following equations can be represented as a straight line on an x-y plot by choosing

the appropriate axis scales. Plot them both in rectangular coordinate format and then in an appropriate

format to yield a straight line. Explain how the plot operation yields the straight line. Variable y has

units of volts. Variable x has units of meters (use a range of 0:01 < x< 10:0). Note: This is easily done

using a spreadsheet program where you can compare the use of different axis scales.

a. y ¼ x2

b. y ¼ 1.1x

c. y ¼ 2x0.5

d. y ¼ 10x4

e. y ¼ 10e�2x

1.15 Plot y¼ 10e�5x volts on in semilog format (use three cycles). Determine the slope of the equation at

x ¼ 0; x ¼ 2; and x ¼ 20.

1.16 Plot the following data on appropriate axes. Estimate the static sensitivity K at each X.

Y [V] X [V]

2.9 0.5

3.5 1.0

4.7 2.0

9.0 5.0

1.17 The following data have the form y ¼ axb. Plot the data in an appropriate format to estimate

the coefficients a and b. Estimate the static sensitivity K at each value of X. How is K affected

by X?

Y [cm] X [m]

0.14 0.5

2.51 2.0

15.30 5.0

63.71 10.0

1.18 For the calibration data given, plot the calibration curve using suitable axes. Estimate the static

sensitivity of the system at each X. Then plot K against X. Comment on the behavior of the static

sensitivity with static input magnitude for this system.

Table 1.7 Clock Calibration Data

Standard Time

Clock 1:00:00 2:00:00 3:00:00

Indicated Time

A 1:02:23 2:02:24 3:02:25

B 1:00:05 2:00:05 3:00:05

C 1:00:01 1:59:58 3:00:01
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Y [cm] X [kPa]

4.76 0.05

4.52 0.1

3.03 0.5

1.84 1.0

1.19 Consider the function

y ¼ 1

x

a. Plot the function on rectangular coordinates.

b. Plot the function on semilog coordinates.

c. Plot the function on log-log coordinates.

d. Discuss the implications of each plot as it would relate to analyzing experimental data.

1.20 A bulb thermometer hangs outside a window and is used to measure the outside temperature.

Comment on some extraneous variables that might affect the difference between the actual outside

temperature and the indicated temperature from the thermometer.

1.21 A synchronous electric motor test stand permits either the variation of input voltage or output shaft

load and the subsequent measurement of motor efficiency, winding temperature, and input current.

Comment on the independent, dependent, and extraneous variables for a motor test.

1.22 The transducer specified in Table 1.1 is chosen to measure a nominal pressure of 500 cm H2O. The

ambient temperature is expected to vary between 18� and 25�C during tests. Estimate the magnitude

of each elemental error affecting the measured pressure.

1.23 A force measurement system (weight scale) has the following specifications:

Range: 0 to 1000 N

Linearity error: 0.10% FSO

Hysteresis error: 0.10% FSO

Sensitivity error: 0.15% FSO

Zero drift: 0.20% FSO

Estimate the overall instrument uncertainty for this system based on available information. FSO

refers to full-scale operating range.

1.24 An engineer ponders a test plan, thinking: ‘‘What strategy should I include to estimate any variation

over time of the measured variable? What strategy should I include to estimate my control of the

independent variable during the test?’’ What does the engineer mean?

1.25 If the outcome of a test was suspected to be dependent on the ability to control the test operating

conditions, what strategy should be incorporated into the test plan to estimate this effect?

1.26 State the purpose of using randomization methods during a test. Develop an example to illustrate

your point.

1.27 Provide an example of repetition and replication in a test plan from your own experience.

1.28 Develop a test plan that might be used to estimate the average temperature that could be maintained

in a heated room as a function of the heater thermostat setting.
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1.29 Develop a test plan that might be used to evaluate the fuel efficiency of a production model

automobile. Explain your reasoning.

1.30 A race engine shop has just completed two engines of the same design. How might you determine

which engine performs better: (a) on a test stand (engine dynamometer) or (b) at the race track?

Describe some measurements that you feel might be useful and how you might use that information.

Discuss possible differences between the two tests and how these might influence the results (e.g.,

you can control room conditions on a test stand but not at a track).

1.31 A large batch of carefully made machine shafts can be manufactured on 1 of 4 lathes by 1 of

12 quality machinists. Set up a test matrix to estimate the tolerances that can be held within a

production batch. Explain your reasoning.

1.32 Suggest an approach(es) to estimate the linearity error and the hysteresis error of a measurement

system.

1.33 Suggest a test matrix to evaluate the wear performance of four different brands of aftermarket

passenger car tires of the same size, load, and speed ratings on a fleet of eight cars of the same make.

If the cars were not of the same make, what would change?

1.34 The relation between the flow rate, Q, through a pipeline of area A and the pressure drop, Dp, across

an orifice-type flow meter inserted in that line (Fig. 1.14) is given by

Q ¼ CA

ffiffiffiffiffiffiffiffiffi
2Dp

r

s

where r is density and C is a coefficient. For a pipe diameter of 1 m and a flow range of 20�C water

between 2 and 10 m3/min and C¼ 0.75, plot the expected form of the calibration curve for flow rate

versus pressure drop over the flow range. Is the static sensitivity a constant? Incidentally, such an

instrument test is described by ANSI/ASME Test Standard PTC 19.5.

Wall
pressure

tap

Q

Pipe
Orifice
meter

1 m

Δp
pressure drop

Figure 1.14 Orifice flow meter setup used for Problem 1.34.
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1.35 The sale of motor fuel is an essential business in the global economy. Federal (US) law requires

accurate measurement of the quantity of fuel delivered at a retail establishment. Determine:

a. The federal standard for minimum accuracy of a gas pump.

b. The maximum allowable error in the delivery of 25 gallons of fuel (or 100 L of fuel).

c. An estimate of the cost of the maximum allowable error over the 10-year life of a vehicle that is

driven 15,000 miles per year at the average fuel mileage of the American passenger car fleet.

1.36 For the orifice meter calibration in Problem 1.34: Would the term ‘‘linearity error’’ have a meaning

for this system? Explain. Also, list the dependent and independent variables in the calibration.

1.37 A piston engine manufacturer uses four different subcontractors to plate the pistons for a make of

engine. Plating thickness is important in quality control (performance and part life). Devise a test

matrix to assess how well the manufacturer can control plating under its current system.

1.38 A simple thermocouple circuit is formed using two wires of different alloy: one end of the wires is

twisted together to form the measuring junction, while the other ends are connected to a voltmeter

and form the reference junction. A voltage is set up by the difference in temperature between the two

junctions. For a given pair of alloy material and reference junction temperature, the temperature of

the measuring junction is inferred from the measured voltage difference. For a measurement, what

variables need to be controlled? What are the dependent and independent variables?

1.39 A linear variable displacement transducer (LVDT) senses displacement and indicates a voltage

output, which is linear to the input. Figure 1.15 shows an LVDT setup used for static calibration. It

uses a micrometer to apply the known displacement and a voltmeter for the output. A well-defined

voltage powers the transducer. What are the independent and dependent variables in this calibration?

Can you suggest any extraneous variables? What would be involved in a replication?

1.40 For the LVDT calibration of the previous problem, what would be involved in determining the

repeatability of the instrument? The reproducibility? What effects are different in the two tests?

Explain.

Micrometer

5

10.135

1 0

Connector

Fixed mounts

Excitation
voltage

in

Primary coil
Secondary coil

Core

LVDT

Eo

Output
voltage

10

Voltmeter

Figure 1.15 LVDT setup used for Problem 1.39.
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1.41 A manufacturer wants to quantify the expected average fuel mileage of a product line of automobiles.

They decide that they can put one or more cars on a chassis dynamometer and run the wheels at

desired speeds and loads to assess this, or they can use drivers and drive the cars over some selected

course instead. (a) Discuss the merits of either approach, considering the control of variables and

identifying extraneous variables. (b) Can you recognize that somewhat different tests might provide

answers to different questions? For example, discuss the difference in meanings possible from the

results of operating one car on the dynamometer and comparing it to one driver on a course. Cite

other examples. (c) Are these two test methods examples of concomitant methods?

1.42 We need to measure the coefficient of restitution of a volleyball by dropping the ball from a known

height H and measuring the height of the bounce, h. The coefficient of restitution, CR, is then

calculated as

CR ¼
ffiffiffiffi
h

H

r

a. Develop a test plan for measuring CR that includes the range of conditions expected in college-

level volleyball play.

b. Identify extraneous variables that may affect the resulting values of CR.

1.43 Light gates may be used to measure the speed of projectiles, such as arrows shot from a bow. English

long bows made of yew wood in the 1400s achieved launch speeds of 60 m/s. Determine the

relationship between the distance between light gates and the accuracy required for sensing the times

when the light gate senses the presence of the arrow.

1.44 You estimate your car’s fuel use by comparing fuel volume used over a known distance. Your brother,

who drives the same model car, disagrees with your claimed results based on his own experience.

How might you justify the differences based on the concepts of control of variables, interference and

noises effects, and test matrix used?

1.45 In discussing concomitant methods, we cited an example of computing the volume of a cylindrical

rod based on its average dimensions versus known weight and material properties. While we should

not expect too different an answer with either technique, identify where noise and interference effects

will affect the result of either method.

1.46 When a strain gauge is stretched under uniaxial tension, its resistance varies with the imposed strain.

A resistance bridge circuit is used to convert the resistance change into a voltage. Suppose a known

tensile load were applied to the system shown in Figure 1.16 and the output measured on a voltmeter.

What are the independent and dependent variables in this calibration? Can you suggest any

extraneous variables? What would be involved in a replication?

1.47 For the strain gauge calibration of the previous problem, what would be involved in determining the

repeatability of the instrument? The reproducibility? What effects are different in the tests? Explain.

1.48 A major tennis manufacturer is undertaking a test program for shoes, tennis balls, and tennis

strings. Develop a test plan for the situations described below. In each case provide details for how

the test should be conducted, and describe expected difficulties in interpreting the results. In each

case the tests are to be conducted during college tennis matches. Four teams of six players each are

to test the products under match (as opposed to practice) conditions. A tennis team consists of six

players, and a match consists of six singles matches and three doubles matches.

a. Tennis shoes: Two different sole designs and materials are to be wear tested. The life of the soles

are known to be strongly affected by court surface and playing style.
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b. Tennis strings: A new tennis string material is to be tested for durability. String failure occurs due

to breakage or due to loss of tension. String life is a function of the racquet, the player’s style, and

string tension.

c. Tennis balls: Two tennis balls are to be play tested for durability. The condition of a tennis ball can

be described by the coefficient of restitution, and the total weight (since the cover material

actually is lost during play). A player’s style and the court surface are the primary determining

factors on tennis ball wear.

1.49 The acceleration of a cart down a plane inclined at an angle a to horizontal can be determined by

measuring the change in speed of the cart at two points, separated by a distance s, along the inclined

plane. Suppose two photocells are fixed at the two points along the plane. Each photocell measures

the time for the cart, which has a length L, to pass it. Identify the important variables in this test. List

any assumptions that you feel are intrinsic to such a test. Suggest a concomitant approach. How

would you interpret the data to answer the question?

1.50 Is it more fuel efficient to drive a car in warm, humid weather with the air conditioning on and

windows closed, or with the air conditioning off and the windows open for ventilation? Develop a test

plan to address this question. Include a concomitant approach (experimental or analytical) that might

assess the validity of your test results.

1.51 Explain the potential differences in the following evaluations of an instrument’s accuracy.

Figure 1.12 will be useful, and you may refer to ASTM E177, if needed.

a. The closeness of agreement between the true value and the average of a large set of measurements.

b. The closeness of agreement between the true value and an individual measurement.

1.52 Suggest a reasonable number of significant digits for reporting the following common values and

give some indication as to your reasoning:

a. Your body weight for a passport

b. A car’s fuel usage (use liters per 100 km)

Strain
gauge

Eo

Excitation
voltage

Voltmeter

Output
voltage

2.121

(Resistance, R)

Tensile
loading

Resistance,
R

RR

Figure 1.16 Strain gauge setup used

for Problem 1.46.

Problems 39



E1C01 09/14/2010 15:40:39 Page 40

c. The weight of a bar of pure (at least 99.5%) gold (consider a 1 kgf bar and a 100 oz bar)

d. Distance traveled by a body in 1 second if moving at 1 m/s (use meters)

1.53 Research the following test codes (these are available in most libraries). Write a short (200-word)

report that describes the intent and an overview of the code:

a. ASTM F 558-88 (Air Performance of Vacuum Cleaners)

b. ANSI Z21.86 (Gas Fired Space Heating Appliances)

c. ISO 10770-1:1998 (Test Methods for Hydraulic Control Valves)

d. ANSI/ASME PTC19.1-2005 (Test Uncertainty)

e. ISO 7401:1988 (Road Vehicles: Lateral Response Test Methods)

f. Your local municipal building code or housing ordinance

g. Any other code assigned by your instructor

1.54 Show how the following functions can be transformed into a linear curve of the form Y ¼ a1X þ ao
where a1 and a0 are constants. Let m, b, and c be constants.

a. y ¼ bxm

b. y ¼ bemx

c. y ¼ bþ c
ffiffiffi
xm

p
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Chapter 2

Static and Dynamic Characteristics

of Signals

2.1 INTRODUCTION

A measurement system takes an input quantity and transforms it into an output quantity that can be

observed or recorded, such as the movement of a pointer on a dial or the magnitude of a digital

display. This chapter discusses the characteristics of both the input signals to a measurement system

and the resulting output signals. The shape and form of a signal are often referred to as its waveform.

The waveform contains information about the magnitude and amplitude, which indicate the size of

the input quantity, and the frequency, which indicates the way the signal changes in time. An

understanding of waveforms is required for the selection of measurement systems and the

interpretation of measured signals.

2.2 INPUT/OUTPUT SIGNAL CONCEPTS

Two important tasks that engineers face in the measurement of physical variables are (1) selecting a

measurement system and (2) interpreting the output from a measurement system. A simple example of

selecting a measurement system might be the selection of a tire gauge for measuring the air pressure in

a bicycle tire or in a car tire, as shown in Figure 2.1. The gauge for the car tire would be required to

indicate pressures up to 275 kPa (40 lb/in.2), but the bicycle tire gauge would be required to indicate

higher pressures, maybe up to 700 kPa (100 lb/in.2). This idea of the rangeof an instrument, its lower to

upper measurement limits, is fundamental to all measurement systems and demonstrates that some

basic understanding of the nature of the input signal, in this case the magnitude, is necessary in

evaluating or selecting a measurement system for a particular application.

A much more difficult task is the evaluation of the output of a measurement system when the

time or spatial behavior of the input is not known. The pressure in a tire does not change while we are

trying to measure it, but what if we wanted to measure pressure in a cylinder in an automobile

engine? Would the tire gauge or another gauge based on its operating principle work? We know that

the pressure in the cylinder varies with time. If our task was to select a measurement system to

determine this time-varying pressure, information about the pressure variations in the cylinder

would be necessary. From thermodynamics and the speed range of the engine, it may be possible to

estimate the magnitude of pressures to be expected and the rate with which they change. From that
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we can select an appropriate measurement system. But to do this we need to develop a way to

express this idea of the magnitude and rate of change of a variable.

Upon completion of this chapter, the reader will be able to

� define the range of an instrument,

� classify signals as analog, discrete time, or digital,

� compute the mean and rms values for time-varying signals, and

� characterize signals in the frequency domain.

Generalized Behavior

Many measurement systems exhibit similar responses under a variety of conditions, which suggests

that the performance and capabilities of measuring systems may be described in a generalized way.

To examine further the generalized behavior of measurement systems, we first examine the possible

forms of the input and output signals. We will associate the term ‘‘signal’’ with the ‘‘transmission of

information.’’ A signal is the physical information about a measured variable being transmitted

between a process and the measurement system, between the stages of a measurement system, or as

the output from a measurement system.

Classification of Waveforms

Signals may be classified as analog, discrete time, or digital. Analog describes a signal that is

continuous in time. Because physical variables tend to be continuous, an analog signal provides a

ready representation of their time-dependent behavior. In addition, the magnitude of the signal is

continuous and thus can have any value within the operating range. An analog signal is shown in

Figure 2.2a; a similar continuous signal would result from a recording of the pointer rotation with

time for the output display shown in Figure 2.2b. Contrast this continuous signal with the signal

shown in Figure 2.3a. This format represents a discrete time signal, for which information about the

magnitude of the signal is available only at discrete points in time. A discrete time signal usually

results from the sampling of a continuous variable at repeated finite time intervals. Because

information in the signal shown in Figure 2.3a is available only at discrete times, some assumption

must be made about the behavior of the measured variable during the times when it is not available.

One approach is to assume the signal is constant between samples, a sample and hold method. The

Figure 2.1 Measurement system selection based on input signal range.
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resulting waveform is shown in Figure 2.3b. Clearly, as the time between samples is reduced, the

difference between the discrete variable and the continuous signal it represents decreases.

Digital signals are particularly useful when data acquisition and processing are performed

using a digital computer. A digital signal has two important characteristics. First, a digital signal

exists at discrete values in time, like a discrete time signal. Second, the magnitude of a digital signal

is discrete, determined by a process known as quantization at each discrete point in time.

Quantization assigns a single number to represent a range of magnitudes of a continuous signal.

Figure 2.4a shows digital and analog forms of the same signal where the magnitude of the

digital signal can have only certain discrete values. Thus, a digital signal provides a quantized

magnitude at discrete times. The waveform that would result from assuming that the signal is

constant between sampled points in time is shown in Figure 2.4b.

As an example of quantization, consider a digital clock that displays time in hours and minutes.

For the entire duration of 1 minute, a single numerical value is displayed until it is updated at the

next discrete time step. As such, the continuous physical variable of time is quantized in its

conversion to a digital display.

Sampling of an analog signal to produce a digital signal can be accomplished by using an

analog-to-digital (A/D) converter, a solid-state device that converts an analog voltage signal to a

Time
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Figure 2.2 Analog signal concepts.
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Figure 2.3 Discrete time signal concepts.
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binary number system representation. The limited resolution of the binary number that corresponds

to a range of voltages creates the quantization levels and ranges.

For example, a compact disk player is built around technology that relies on the conversion of a

continuously available signal, such as music from a microphone, into a digital form. The digital

information is stored on a compact disk and later read in digital form by a laser playback system (1).

However, to serve as input to a traditional stereo amplifier, and since speakers and the human ear

are analog devices, the digital information is converted back into a continuous voltage signal for

playback.

Signal Waveforms

In addition to classifying signals as analog, discrete time, or digital, some description of the

waveform associated with a signal is useful. Signals may be characterized as either static or

dynamic. A static signal does not vary with time. The diameter of a shaft is an example. Many

physical variables change slowly enough in time, compared to the process with which they interact,

that for all practical purposes these signals may be considered static in time. For example, the

voltage across the terminals of a battery is approximately constant over its useful life. Or consider

measuring temperature by using an outdoor thermometer; since the outdoor temperature does not

change significantly in a matter of minutes, this input signal might be considered static when

compared to our time period of interest. A mathematical representation of a static signal is given by a

constant, as indicated in Table 2.1. In contrast, often we are interested in how the measured variable

changes with time. This leads us to consider time-varying signals further.

A dynamic signal is defined as a time-dependent signal. In general, dynamic signal waveforms,

y(t), may be classified as shown in Table 2.1. A deterministic signal varies in time in a predictable

manner, such as a sine wave, a step function, or a ramp function, as shown in Figure 2.5. A signal is

steady periodic if the variation of the magnitude of the signal repeats at regular intervals in time.

Examples of steady periodic behaviors are the motion of an ideal pendulum, and the temperature

variations in the cylinder of an internal combustion engine under steady operating conditions.

Periodic waveforms may be classified as simple or complex. A simple periodic waveform contains

only one frequency. A complex periodic waveform contains multiple frequencies and is represented

as a superposition of multiple simple periodic waveforms. Aperiodic is the term used to describe

deterministic signals that do not repeat at regular intervals, such as a step function.
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Figure 2.4 Digital signal representation and waveform.
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Also described in Figure 2.5 is a nondeterministic signal that has no discernible pattern of

repetition. A nondeterministic signal cannot be prescribed before it occurs, although certain char-

acteristics of the signal may be known in advance. As an example, consider the transmission of data

files from one computer to another. Signal characteristics such as the rate of data transmission and

the possible range of signal magnitude are known for any signal in this system. However, it would

not be possible to predict future signal characteristics based on existing information in such a signal.

Such a signal is properly characterized as nondeterministic. Nondeterministic signals are generally

described by their statistical characteristics or a model signal that represents the statistics of the

actual signal.

Table 2.1 Classification of Waveforms

I. Static y tð Þ ¼ A0

II. Dynamic

Periodic waveforms

Simple periodic waveform y tð Þ ¼ A0 þ C sin vtþ fð Þ

Complex periodic waveform y tð Þ ¼ A0 þ
P1
n¼1

Cn sin nvtþ fnð Þ

Aperiodic waveforms

Stepa y tð Þ ¼ A0U tð Þ
¼ A0 for t > 0

Ramp y tð Þ ¼ A0t for 0 < t < tf

Pulseb y tð Þ ¼ A0U tð Þ � A0U t� t1ð Þ

III. Nondeterministic waveform y tð Þ � A0 þ
P1
n¼1

Cn sin nvtþ fnð Þ

aU(t) represents the unit step function, which is zero for t < 0 and 1 for t � 0.
bt1 represents the pulse width.

0

Nondeterministic variableDeterministic variables

Ramp

Step

Sinusoidal

y(t)

t 0

y(t)

t

Figure 2.5 Examples of dynamic signals.
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2.3 SIGNAL ANALYSIS

In this section, we consider concepts related to the characterization of signals. A measurement

system produces a signal that may be analog, discrete time, or digital. An analog signal is continuous

with time and has a magnitude that is analogous to the magnitude of the physical variable being

measured. Consider the analog signal shown in Figure 2.6a, which is continuous over the recorded

time period from t1 to t2. The average or mean value1 of this signal is found by

�y �

ðt2
t1

yðtÞdtðt2
t1

dt

ð2:1Þ

The mean value, as defined in Equation 2.1, provides a measure of the static portion of a signal over

the time t2 � t1. It is sometimes called the DC component or DC offset of the signal.

The mean value does not provide any indication of the amount of variation in the dynamic

portion of the signal. The characterization of the dynamic portion, or AC component, of the signal

may be illustrated by considering the average power dissipated in an electrical resistor through

which a fluctuating current flows. The power dissipated in a resistor due to the flow of a current is

P ¼ I2R

where

P¼ power dissipated ¼ time rate of energy dissipated

I¼ current

R¼ resistance

If the current varies in time, the total electrical energy dissipated in the resistor over the time t1 to t2
would be ðt2

t1

Pdt ¼
ðt2
t1

IðtÞ½ �2Rdt ð2:2Þ

The current I(t) would, in general, include both a DC component and a changing AC component.

t

y

0

(a)

t1 t2 t

y

0

(b)

t1 t2

Average value
(DC offset)

Mean
value

Amplitude of the
fluctuating or AC

component

Figure 2.6 Analog and discrete representations of a dynamic signal.

1 Strictly speaking, for a continuous signal the mean value and the average value are the same. This is not true for discrete

time signals.
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Signal Root-Mean-Square Value

Consider finding the magnitude of a constant effective current, Ie, that would produce the same total

energy dissipation in the resistor as the time-varying current, I(t), over the time period t1 to t2.

Assuming that the resistance, R, is constant, this current would be determined by equating

Ieð Þ2
R t2 � t1ð Þ with Equation 2.2 to yield

Ie ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

t2 � t1

ðt2
t1

I tð Þ½ �2 dt
s

ð2:3Þ

This value of the current is called the root-mean-square (rms) value of the current. Based on this

reasoning, the rms value of any continuous analog variable y(t) over the time, t2 � t1, is expressed as

yrms ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

t2 � t1

ðt2
t1

y2dt

s
ð2:4Þ

Discrete-Time or Digital Signals

A time-dependent analog signal, y(t), can be represented by a discrete set ofN numbers over the time

period from t1 to t2 through the conversion

yðtÞ ! y rdtð Þf g r ¼ 0; 1; . . . ; ðN � 1Þ
which uses the sampling convolution

y rdtð Þf g ¼ yðtÞd t� rdtð Þ ¼ yif g i ¼ 0; 1; 2; . . . ; ðN � 1Þ
Here, d t� rdtð Þ is the delayed unit impulse function, dt is the sample time increment between

each number, and Ndt ¼ t2 � t1 gives the total sample period over which the measurement of y(t)

takes place. The effect of discrete sampling on the original analog signal is demonstrated in Figure 2.6b

in which the analog signal has been replaced by y rdtð Þf g, which represents N values of a discrete time

signal representing y(t).

For either a discrete time signal or a digital signal, the mean value can be estimated by the

discrete equivalent of Equation 2.1 as

�y ¼ 1

N

XN�1

i¼0

yi ð2:5Þ

where each yi is a discrete number in the data set of y rdtð Þf g. The mean approximates the static

component of the signal over the time interval t1 to t2. The rms value can be estimated by the discrete

equivalent of Equation 2.4 as

yrms ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N

XN�1

i¼0

y2
i

vuut ð2:6Þ

The rms value takes on additional physical significance when either the signal contains no DC

component or the DC component has been subtracted from the signal. The rms value of a signal

having a zero mean is a statistical measure of the magnitude of the fluctuations in the signal.
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Direct Current Offset

When the AC component of the signal is of primary interest, the DC component can be removed.

This procedure often allows a change of scale in the display or plotting of a signal such that

fluctuations that were a small percentage of the DC signal can be more clearly observed without the

superposition of the large DC component. The enhancement of fluctuations through the subtraction

of the average value is illustrated in Figure 2.7.

Figure 2.7a contains the entire complex waveform consisting of both static (DC) and dynamic

(AC) parts. When the DC component is removed, the characteristics of the fluctuating component of

the signal are readily observed, as shown in Figure 2.7b. The statistics of the fluctuating component

of the signal dynamic portion may contain important information for a particular application.

Example 2.1

Suppose the current passing through a resistor can be described by

I tð Þ ¼ 10 sin t
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(a) Signal prior to subtracting DC offset
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(b) Fluctuating component of signal

Figure 2.7 Effect of subtracting DC

offset for a dynamic signal.
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where I represents the time-dependent current in amperes. Establish the mean and rms values of

current over a time from 0 to tf, with tf ¼ p and then with tf ¼ 2p. How do the results relate to the

power dissipated in the resistor?

KNOWN I(t)¼ 10 sin t

FIND �I and Irms with tf ¼ p and 2p

SOLUTION The average value for a time from 0 to tf is found from Equation 2.1 as

�I ¼

ðtf
0

I tð Þdtðtf
0

dt

¼

ðtf
0

10 sin tdt

tf

Evaluation of this integral yields

�I ¼ 1

tf
�10 cos t½ �tf0

With tf ¼ p, the average value, �I, is 20=p. For tf ¼ 2p, the evaluation of the integral yields an

average value of zero.

The rms value for the time period 0 to tf is given by the application of Equation 2.4, which yields

Irms ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

tf

ðtf
0

I tð Þ2
dt

s
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

tf

ðtf
0

10 sin tð Þ2
dt

s

This integral is evaluated as

Irms ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
100

tf
� 1

2
cos t sin tþ t

2

� �����
tf

0

s

For tf ¼ p, the rms value is
ffiffiffiffiffi
50

p
. Evaluation of the integral for the rms value with tf ¼ 2p also

yields
ffiffiffiffiffi
50

p
.

COMMENT Although the average value over the period 2p is zero, the power dissipated in the

resistor must be the same over both the positive and negative half-cycles of the sine function. Thus,

the rms value of current is the same for the time period of p and 2p and is indicative of the rate at

which energy is dissipated.

2.4 SIGNAL AMPLITUDE AND FREQUENCY

A key factor in measurement system behavior is the nature of the input signal to the system. A means is

needed to classify waveforms for both the input signal and the resulting output signal relative to their

magnitude and frequency. It would be very helpful if the behavior of measurement systems could be

defined in terms of their response to a limited number and type of input signals. This is, in fact, exactly

the case. Avery complex signal, even one that is nondeterministic in nature, can be approximated as an

infinite series of sine and cosine functions, as suggested in Table 2.1. The method of expressing such a

complex signal as a series of sines and cosines is called Fourier analysis.
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Nature provides some experiences that support our contention that complex signals can be

represented by the addition of a number of simpler periodic functions. For example, combining a

number of different pure tones can generate rich musical sound. And an excellent physical analogy for

Fourier analysis is provided by the separation of white light through a prism. Figure 2.8 illustrates the

transformation of a complex waveform, represented by white light, into its simpler components,

represented by the colors in the spectrum. In this example, the colors in the spectrum are represented

as simple periodic functions that combine to form white light. Fourier analysis is roughly the mathematical

equivalent of a prism and yields a representation of a complex signal in terms of simple periodic functions.

The representation of complex and nondeterministic waveforms by simple periodic functions

allows measurement system response to be reasonably well defined by examining the output

resulting from a few specific input waveforms, one of which is a simple periodic. As represented in

Table 2.1, a simple periodic waveform has a single, well-defined amplitude and a single frequency.

Before a generalized response of measurement systems can be determined, an understanding of the

method of representing complex signals in terms of simpler functions is necessary.

Periodic Signals

The fundamental concepts of frequency and amplitude can be understood through the observation and

analysis of periodic motions. Although sines and cosines are by definition geometric quantities related

to the lengths of the sides of a right triangle, for our purposes sines and cosines are best thought of as

mathematical functions that describe specific physical behaviors of systems. These behaviors are

described by differential equations that have sines and cosines as their solutions. As an example,

consider a mechanical vibration of a mass attached to a linear spring, as shown in Figure 2.9. For a

linear spring, the spring force F and displacement y are related by F¼ ky, where k is the constant of

proportionality, called the spring constant. Application of Newton’s second law to this system yields a

governing equation for the displacement y as a function of time t as

m
d2y

dt2
þ ky ¼ 0 ð2:7Þ

White light

Spectrum

Vi
ole

t

Blue

Gree
n

Yellow

Orange

Red

Prism

Figure 2.8 Separation of white light into its color spectrum. Color corresponds to a particular

frequency or wavelength; light intensity corresponds to varying amplitudes.
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This linear, second-order differential equation with constant coefficients describes the motion of the

idealized spring mass system when there is no external force applied. The general form of the solution

to this equation is

y ¼ A cosvtþ B sinvt ð2:8Þ
where v ¼ ffiffiffiffiffiffiffiffiffi

k=m
p

. Physically we know that if the mass is displaced from the equilibrium point and

released, it will oscillate about the equilibrium point. The time required for the mass to finish one

complete cycle of the motion is called the period, and is generally represented by the symbol T.

Frequency is related to the period and is defined as the number of complete cycles of the motion

per unit time. This frequency, f, is measured in cycles per second (Hz; 1 cycle/s¼ 1 Hz). The term v
is also a frequency, but instead of having units of cycles per second it has units of radians per second.

This frequency, v, is called the circular frequency since it relates directly to cycles on the unit circle,

as illustrated in Figure 2.10. The relationship among v, f, and the period, T, is

T ¼ 2p

v
¼ 1

f
ð2:9Þ

In Equation 2.8, the sine and cosine terms can be combined if a phase angle is introduced such that

y ¼ C cos vt� fð Þ ð2:10aÞ
or

y ¼ C sin vtþ f�ð Þ ð2:10bÞ
The values of C, f, and f� are found from the following trigonometric identities:

A cos vtþ B sin vt ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A2 þ B2

p
cos vt� fð Þ

A cos vtþ B sin vt ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A2 þ B2

p
sin vtþ f�ð Þ

f ¼ tan�1 B

A
f� ¼ tan�1 A

B
f� ¼ p

2
� f

ð2:11Þ

Unextended
length of spring

Restoring
force

Velocity:

Equilibrium position

m

m

m

dy
dt

+ y

Acceleration:
d2y

dt2

Figure 2.9 Spring-mass system.
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The size of the maximum and minimum displacements from the equilibrium position, or the value C,

is the amplitude of the oscillation. The concepts of amplitude and frequency are essential for the

description of time-dependent signals.

Frequency Analysis

Many signals that result from the measurement of dynamic variables are nondeterministic in nature

and have a continuously varying rate of change. These signals, having complex waveforms, present

difficulties in the selection of a measurement system and in the interpretation of an output signal.

However, it is possible to separate a complex signal, or any signal for that matter, into a number of

sine and cosine functions. In other words, any complex signal can be thought of as made up of sines

and cosines of differing periods and amplitudes, which are added together in an infinite trigono-

metric series. This representation of a signal as a series of sines and cosines is called a Fourier

series. Once a signal is broken down into a series of periodic functions, the importance of each

frequency can be easily determined. This information about frequency content allows proper choice

of a measurement system, and precise interpretation of output signals.

In theory, Fourier analysis allows essentially all mathematical functions of practical interest to

be represented by an infinite series of sines and cosines.2

t–
2

y

y = sin t

y = 1

y = –1
2

23
2

5
2

t t = 0

sin t

t =

t = 2

t = 

y

P

3
2

t =
2

Figure 2.10 Relationship between cycles on the unit circle and circular frequency.

2 A periodic function may be represented as a Fourier series if the function is piecewise continuous over the limits of

integration and the function has a left- and right-hand derivative at each point in the interval. The sum of the resulting series

is equal to the function at each point in the interval except points where the function is discontinuous.
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The following definitions relate to Fourier analysis:

1. A function y(t) is a periodic function if there is some positive number T such that

y tþ Tð Þ ¼ y tð Þ
The period of y(t) is T. If both y1(t) and y2(t) have period T, then

ay1 tð Þ þ by2 tð Þ
also has a period of T (a and b are constants).

2. A trigonometric series is given by

A0 þ A1 cos tþ B1 sin tþ A2 cos 2tþ B2 sin 2tþ . . .

where An and Bn are the coefficients of the series.

Example 2.2

As a physical (instead of mathematical) example of frequency content of a signal, consider stringed

musical instruments, such as guitars and violins. When a string is caused to vibrate by plucking or

bowing, the sound is a result of the motion of the string and the resonance of the instrument. (The

concept of resonance is explored in Chapter 3.) The musical pitch for such an instrument is the

lowest frequency of the string vibrations. Our ability to recognize differences in musical instruments

is primarily a result of the higher frequencies present in the sound, which are usually integer

multiples of the fundamental frequency. These higher frequencies are called harmonics.

The motion of a vibrating string is best thought of as composed of several basic motions that

together create a musical tone. Figure 2.11 illustrates the vibration modes associated with a string

plucked at its center. The string vibrates with a fundamental frequency and odd-numbered harmonics,

each having a specific phase relationship with the fundamental. The relative strength of each harmonic

is graphically illustrated through its amplitude in Figure 2.11. Figure 2.12 shows the motion, which is

caused by plucking a string one-fifth of the distance from a fixed end. The resulting frequencies are

illustrated in Figure 2.13. Notice that the fifth harmonic is missing from the resulting sound.

Musical sound from a vibrating string is analogous to a measurement system input or output,

which contains many frequency components. Fourier analysis and frequency spectra provide

insightful and practical means of reducing such complex signals into a combination of simple

waveforms. Next, we explore the frequency and amplitude analysis of complex signals.

Available on the companion software site,ProgramSound.viuses your computer’s microphone and

sound board to sample ambient sounds and to decompose them into harmonics (try humming a tune).

Fourier Series and Coefficients

A periodic function y(t) with a period T¼ 2p is to be represented by a trigonometric series, such that

for any t,

y tð Þ ¼ A0 þ
X1
n¼1

An cos ntþ Bn sin ntð Þ ð2:12Þ

With y(t) known, the coefficients An and Bn are to be determined; this requires a well-established

mathematical procedure, but not one that we need to reinvent. For A0 to be determined,
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Figure 2.11 Modes of vibration for

a string plucked at its center.
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Figure 2.12 Motion of a string plucked one-fifth of the distance from a fixed end. (From N. H.

Fletcher and T. D. Rossing, The Physics of Musical Instruments. Copyright # 1991 by Springer-

Verlag, New York. Reprinted by permission.)
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Figure 2.13 Frequency spectrum for a string

plucked one-fifth of the distance from a fixed end.

(From N. H. Fletcher and T. D. Rossing, The

Physics of Musical Instruments. Copyright #
1991 by Springer-Verlag, New York. Reprinted

by permission.)
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Equation 2.12 is integrated from �p to p:

ðp
�p

y tð Þdt ¼ A0

ðp
�p

dtþ
X1
n¼1

An

ðp
�p

cos ntdtþ Bn

ðp
�p

sin ntdt

� �
ð2:13Þ

Since ðp
�p

cos ntdt ¼ 0 and

ðp
�p

sin ntdt ¼ 0

Equation 2.13 yields

A0 ¼ 1

2p

ðp
�p

y tð Þdt ð2:14Þ

The coefficient Am may be determined by multiplying Equation 2.12 by cos mt and integrating from

�p to p. The resulting expression for Am is

Am ¼ 1

p

ðp
�p

y tð Þcos mtdt ð2:15Þ

Similarly, multiplying Equation 2.12 by sin mt and integrating from �p to p yields Bm. Thus,

for a function y(t) with a period 2p, the coefficients of the trigonometric series representing y(t) are

given by the Euler formulas:

A0 ¼ 1

2p

ðp
�p

y tð Þ

An ¼ 1

p

ðp
�p

y tð Þcos ntdt

Bn ¼ 1

p

ðp
�p

y tð Þsin ntdt

ð2:16Þ

The trigonometric series corresponding to y(t) is called the Fourier series for y(t), and the

coefficients An and Bn are called the Fourier coefficients of y(t). In the series for y(t) in Equation

2.12, when n¼ 1 the corresponding terms in the Fourier series are called fundamental and have the

lowest frequency in the series. The fundamental frequency for this Fourier series is v ¼ 2p=2p ¼ 1.

Frequencies corresponding to n¼ 2, 3, 4, . . . are known as harmonics, with, for example, n¼ 2

representing the second harmonic.

Functions represented by a Fourier series normally do not have a period of 2p. However, the

transition to an arbitrary period can be affected by a change of scale, yielding a new set of Euler

formulas described below.

Fourier Coefficients for Functions Having Arbitrary Periods

The coefficients of a trigonometric series representing a function having an arbitrary period T are

given by the Euler formulas:
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A0 ¼ 1

T

ðT=2

�T=2

y tð Þdt

An ¼ 2

T

ðT=2

�T=2

y tð Þcos nvtdt

Bn ¼ 2

T

ðT=2

�T=2

y tð Þsin nvtdt

ð2:17Þ

where n¼ 1, 2, 3, . . . , and T¼ 2p/v is the period of y(t). The trigonometric series that results from

these coefficients is a Fourier series and may be written as

y tð Þ ¼ A0 þ
X1
n¼1

An cos nvtþ Bn sin nvtð Þ ð2:18Þ

A series of sines and cosines may be written as a series of either sines or cosines through the

introduction of a phase angle, so that the Fourier series in Equation 2.18,

y tð Þ ¼ A0 þ
X1
n¼1

An cos nvtþ Bn sin nvtð Þ

may be written as

y tð Þ ¼ A0 þ
X1
n¼1

Cn cos nvt� fnð Þ ð2:19Þ

or

y tð Þ ¼ A0 þ
X1
n¼1

Cn sin nvtþ f�
n

� � ð2:20Þ

where

Cn ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A2
n þ B2

n

q
tan fn ¼

Bn

An

and tanf�
n ¼

An

Bn

ð2:21Þ

Even and Odd Functions

A function g(t) is even if it is symmetric about the origin, which may be stated, for all t,

g �tð Þ ¼ g tð Þ
A function h(t) is odd if, for all t,

h �tð Þ ¼ �h tð Þ
For example, cos nt is even, while sin nt is odd. A particular function or waveform may be even,

odd, or neither even nor odd.
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Fourier Cosine Series

If y(t) is even, its Fourier series will contain only cosine terms:

y tð Þ ¼
X1
n¼1

An cos
2pnt

T
¼

X1
n¼1

An cos nvt ð2:22Þ

Fourier Sine Series

If y(t) is odd, its Fourier series will contain only sine terms

y tð Þ ¼
X1
n¼1

Bn sin
2pnt

T
¼

X1
n¼1

Bn sin nvt ð2:23Þ

Note: Functions that are neither even nor odd result in Fourier series that contain both sine and cosine

terms.

Example 2.3

Determine the Fourier series that represents the function shown in Figure 2.14.

KNOWN T¼ 10 (i.e., �5 to +5)

A0 ¼ 0

FIND The Fourier coefficients A1, A2, . . . and B1, B2, . . .

SOLUTION Since the function shown in Figure 2.14 is odd, the Fourier series will contain only

sine terms (see Eq. 2.23):

y tð Þ ¼
X1
n¼1

Bnsin
2pnt

T

where

Bn ¼ 2

10

ð0

�5

�1ð Þsin
2pnt

10

� �
dtþ

ð5

0

1ð Þsin
2pnt

10

� �
dt

� 	

Bn ¼ 2

10

10

2np
cos

2pnt

10

� �� 	0

�5

þ �10

2np
cos

2pnt

10

� �� 	5

0

( )

Bn ¼ 2

10

10

2np
1 � cos �npð Þ � cos npð Þ þ 1½ �


 �

t5–5

1

–1

0

y

Figure 2.14 Function represented by a Fourier

series in Example 2.3.
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The reader can verify that all An¼ 0 for this function. For even values of n, Bn is identically zero

and for odd values of n,

Bn ¼ 4

np

The resulting Fourier series is then

y tð Þ ¼ 4

p
sin

2p

10
tþ 4

3p
sin

6p

10
tþ 4

5p
sin

10p

10
tþ 	 	 	

Note that the fundamental frequency is v ¼ 2p

10
rad=s and the subsequent terms are the odd-

numbered harmonics of v.

COMMENT Consider the function given by

y tð Þ ¼ 1 0 < t < 5

We may represent y(t) by a Fourier series if we extend the function beyond the specified range

(0 – 5) either as an even periodic extension or as an odd periodic extension. (Because we are

interested only in the Fourier series representing the function over the range 0 < t < 5, we can

impose any behavior outside of that domain that helps to generate the Fourier coefficients!) Let’s

choose an odd periodic extension of y(t); the resulting function remains identical to the function

shown in Figure 2.14.

Example 2.4

Find the Fourier coefficients of the periodic function

y tð Þ ¼ �5 when � p < t < 0

y tð Þ ¼ þ5 when 0 < t < p

and y(tþ 2p)¼ y(t). Plot the resulting first four partial sums for the Fourier series.

KNOWN Function y(t) over the range �p to p

FIND Coefficients An and Bn

SOLUTION The function as stated is periodic, having a period of T¼ 2p (i.e., v¼ 1 rad/s), and

is identical in form to the odd function examined in Example 2.3. Since this function is also odd, the

Fourier series contains only sine terms, and

Bn ¼ 1

p

ðp
�p

y tð Þsin nvtdt ¼ 1

p

ð0

�p

�5ð Þsin ntdtþ
ðp

0

þ5ð Þsin ntdt

� 	

which yields upon integration

1

p 5ð Þ cos nt

n

� 	0

�p

� 5ð Þ cos nt

n

� 	p
0

( )

Thus,

Bn ¼ 10

np
1 � cos npð Þ
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Figure 2.15 First four partial sums of the Fourier series 20=pð Þ sin tþ 1=3 sin 3tþ 1=5 sin 5tþ 	 	 	ð Þ
in comparison with the exact waveform.
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which is zero for even n, and 20/np for odd values of n. The Fourier series can then be written3

y tð Þ ¼ 20

p
sintþ 1

3
sin3tþ 1

5
sin5tþ 	 	 	

� �

Figure 2.15 shows the first four partial sums of this function, as they compare with the function

they represent. Note that at the points of discontinuity of the function, the Fourier series takes on the

arithmetic mean of the two function values.

COMMENT As the number of terms in the partial sum increases, the Fourier series approxi-

mation of the square wave function becomes even better. For each additional term in the series, the

number of ‘‘humps’’ in the approximate function in each half-cycle corresponds to the number of

terms included in the partial sum.

The Matlab14 program file FourCoef with the companion software illustrates the behavior of

the partial sums for several waveforms. The LabView1 program Waveform-Generation.vi creates

signals from trigonometric series.

Example 2.5

As an example of interpreting the frequency content of a given signal, consider the output voltage

from a rectifier. A rectifier functions to ‘‘flip’’ the negative half of an alternating current (AC) into

the positive half plane, resulting in a signal that appears as shown in Figure 2.16. For the AC signal

the voltage is given by

E tð Þ ¼ 120 sin 120pt

The period of the signal is 1/60 s, and the frequency is 60 Hz.

KNOWN The rectified signal can be expressed as

E tð Þ ¼ 120 sin 120ptjj

FIND The frequency content of this signal as determined from a Fourier series analysis.

SOLUTION The frequency content of this signal can be determined by expanding the function

in a Fourier series. The coefficients may be determined using the Euler formulas, keeping in mind

3 If we assume that the sum of this series most accurately represents the function y at t ¼ p=2, then

y
p

2

� 

¼ 5 ¼ 20

p
1 � 1

3
þ 1

5
�þ 	 	 	

� �
or

p

4
¼ 1 � 1

3
þ 1

5
� 1

7
þ� 	 	 	

This series approximation of p was first obtained by Gottfried Wilhelm Leibniz (1646–1716) in 1673 from geometrical

reasoning.
4 Matlab is a registered trademark of Mathworks, Inc.
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that the rectified sine wave is an even function. The coefficient A0 is determined from

A0 ¼ 2
1

T

ðT=2

0

y tð Þdt
" #

¼ 2

1=60

ð1=120

0

120 sin 120ptdt

with the result that

A0 ¼ 2 
 60 
 2

p
¼ 76:4

The remaining coefficients in the Fourier series may be expressed as

An ¼ 4

T

ðT=2

0

y tð Þcos
2npt

T
dt

¼ 4

1=60

ð1=120

0

120 sin 120 pt cos nptdt

For values of n that are odd, the coefficient An is identically zero. For values of n that are even, the

result is

An ¼ 120

p

�2

n� 1
þ 2

nþ 1

� �
ð2:24Þ

The Fourier series for the function 120 sin 120ptjj is

76:4 � 50:93 cos 240pt� 10:10 cos 480pt� 4:37 cos 720pt . . .

Figure 2.17 shows the amplitude versus frequency content of the rectified signal, based on a Fourier

series expansion.

COMMENT The frequency content of a signal is determined by examining the amplitude of

the various frequency components that are present in the signal. For a periodic mathematical

function, expanding the function in a Fourier series and plotting the amplitudes of the contributing

sine and cosine terms can illustrate these frequency contributions.
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Figure 2.16 Rectified sine wave.
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The LabView program WaveformGeneration.vi follows Examples 2.4 and 2.5 and provides the

spectra for a number of signals. Several Matlab programs are provided also (e.g., FourCoef,

FunSpect, DataSpect) to explore the concept of superposition of simple periodic signals to create a

more complex signal. The software allows you to create your own functions and then explore their

frequency and amplitude content.

2.5 FOURIER TRANSFORM AND THE FREQUENCY SPECTRUM

The previous discussion of Fourier analysis demonstrates that an arbitrary, but known, function can

be expressed as a series of sines and cosines known as a Fourier series. The coefficients of the

Fourier series specify the amplitudes of the sines and cosines, each having a specific frequency.

Unfortunately, in most practical measurement applications the input signal may not be known in

functional form. Therefore, although the theory of Fourier analysis demonstrates that any function

can be expressed as a Fourier series, the analysis presented so far has not provided a specific

technique for analyzing measured signals. Such a technique for the decomposition of a measured

dynamic signal in terms of amplitude and frequency is now described.

Recall that the dynamic portion of a signal of arbitrary period can be described from Equation 2.17.

An ¼ 2

T

ðT=2

�T=2

y tð Þ cos nvtdt

Bn ¼ 2

T

ðT=2

�T=2

y tð Þ sin nvtdt

ð2:25Þ

where the amplitudes An and Bn correspond to the nth frequency of a Fourier series.

If we consider the period of the function to approach infinity, we can eliminate the constraint on

Fourier analysis that the signal be a periodic waveform. In the limit as T approaches infinity the

Fourier series becomes an integral. The spacing between frequency components becomes
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Figure 2.17 Frequency con-

tent of the function y tð Þ ¼
120 sin 20ptjj displayed as

an amplitude-frequency

spectrum.

2.5 Fourier Transform and The Frequency Spectrum 63



E1C02 09/14/2010 13:35:19 Page 64

infinitesimal. This means that the coefficients An and Bn become continuous functions of frequency

and can be expressed as A(v) and B(v) where

A vð Þ ¼
ð1
�1

y tð Þcosvtdt

B vð Þ ¼
ð1
�1

y tð Þsinvtdt

ð2:26Þ

The Fourier coefficients A(v) and B(v) are known as the components of the Fourier transform

of y(t).

To develop the Fourier transform, consider the complex number defined as

Y vð Þ � A vð Þ � iB vð Þ ð2:27Þ
where i ¼ ffiffiffiffiffiffiffi�1

p
. Then from Equations 2.26 it follows directly that

Y vð Þ �
ð1
�1

y tð Þ cosvt� isinvtð Þdt ð2:28Þ

Introducing the identity

e�iu ¼ cosu� isinu

leads to

Y vð Þ �
ð1
�1

y tð Þe�ivtdt ð2:29Þ

Alternately, recalling from Equation 2.9 that the cyclical frequency f, in hertz, is related to the

circular frequency and its period by

f ¼ v

2p
¼ 1

T

Equation 2.29 is rewritten as

Y fð Þ �
ð1
�1

y tð Þe�i2pf tdt ð2:30Þ

Equation 2.29 or 2.30 provides the two-sided Fourier transform of y(t). If y(t) is known, then its

Fourier transform will provide the amplitude-frequency properties of the signal, y(t), which

otherwise are not readily apparent in its time-based form. We can think of the Fourier transform

as a decomposition of y(t) into amplitude versus frequency information. This property is analogous

to the optical properties displayed by the prism in Figure 2.8.

If Y(f) is known or measured, we can recover the signal y(t) from

y tð Þ ¼
ð1
�1

Y fð Þei2pf tdf ð2:31Þ

Equation 2.31 describes the inverse Fourier transform of Y(f). It suggests that given the

amplitude-frequency properties of a signal we can reconstruct the original signal y(t). The Fourier

transform is a complex number having a magnitude and a phase,

Y fð Þ ¼ jY f Þjð eif fð Þ ¼ A fð Þ � iB fð Þ ð2:32Þ
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The magnitude of Y(f ), also called the modulus, is given by

jY fð Þj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Re Y fð Þ½ �2 þ Im Y fð Þ½ �2

q
ð2:33Þ

and the phase by

f fð Þ ¼ tan�1 Im Y fð Þ½ �
Re Y fð Þ½ � ð2:34Þ

As noted earlier, the Fourier coefficients are related to cosine and sine terms. Then the

amplitude of y(t) can be expressed by its amplitude-frequency spectrum, or simply referred to as its

amplitude spectrum, by

C fð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A fð Þ2 þ B fð Þ2

q
ð2:35Þ

and its phase spectrum by

f fð Þ ¼ tan�1 B fð Þ
A fð Þ ð2:36Þ

Thus the introduction of the Fourier transform provides a method to decompose a measured

signal y(t) into its amplitude-frequency components. Later we will see how important this method is,

particularly when digital sampling is used to measure and interpret an analog signal.

A variation of the amplitude spectrum is the power spectrum, which is given by magnitude

C fð Þ2=2. Further details concerning the properties of the Fourier transform and spectrum functions

can be found in Bracewell (2) and Champeney (3). An excellent historical account and discussion of

the wide-ranging applications are found in Bracewell (4).

Discrete Fourier Transform

As a practical matter, it is likely that if y(t) is measured and recorded, then it will be stored in the

form of a discrete time or digital signal. A computer-based data-acquisition system is the most

common method for recording data. These data are acquired over a finite period of time rather than

the mathematically convenient infinite period of time. A discrete data set containing N values

representing a time interval from 0 to tf will accurately represent the signal provided that the

measuring period has been properly chosen and is sufficiently long. We deal with the details for such

period selection in a discussion on sampling concepts in Chapter 7. The preceding analysis is now

extended to accommodate a discrete series.

Consider the time-dependent portion of the signal y(t), which is measured N times at equally

spaced time intervals dt. In this case, the continuous signal y(t) is replaced by the discrete time signal

given by y(rdt) for r¼ 0, 1, . . . , (N�1). In effect, the relationship between y(t) and {y(rdt)} is

described by a set of impulses of an amplitude determined by the value of y(t) at each time step rdt.
This transformation from a continuous to discrete time signal is described by

y rdtð Þf g ¼ y tð Þd t� rdtð Þ r ¼ 0; 1; 2; . . . ;N � 1 ð2:37Þ
where d(t� rdt) is the delayed unit impulse function and {y(rdt)} refers to the discrete data set given

by y(rdt) for r¼ 0, 1, 2, . . . , N� 1.
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An approximation to the Fourier transform integral of Equation 2.30 for use on a discrete data

set is the discrete Fourier transform (DFT). The DFT is given by

Y f kð Þ ¼ 2

N

XN�1

r¼ 0

y rdtð Þe�i2prk=N

f k ¼ kdf k ¼ 0; 1; 2; . . . ;
N

2
� 1

� �
df ¼ 1=Ndt

ð2:38Þ

Here, df is the frequency resolution of the DFT with each value of Y(fk) corresponding to frequency

increments of df. In developing Equation 2.38 from Equation 2.30, t was replaced by rdt and f

replaced by k/Ndt. The factor 2/N scales the transform when it is obtained from a data set of finite

length (use 1/N for k¼ 0 only).

The DFT as expressed by Equation 2.38 yields N/2 discrete values of the Fourier transform of

{y(rdt)}. This is the so-called one-sided or half-transform as it assumes that the data set is one-sided,

extending from 0 to tf, and it returns only positive valued frequencies.

Equation 2.38 performs the numerical integration required by the Fourier integral. Equations

2.35, 2.36, and 2.38 demonstrate that the application of the DFT on the discrete series of data, y(rdt),
permits the decomposition of the discrete data in terms of frequency and amplitude content. Hence,

by using this method a measured discrete signal of unknown functional form can be reconstructed as

a Fourier series through Fourier transform techniques.

Software for computing the Fourier transform of a discrete signal is included in the companion

software. The time required to compute directly the DFTalgorithm described in this section increases at a

rate that is proportional toN 2. This makes it inefficient for use with data sets of largeN. A fast algorithm

for computing the DFT, known as the fastFourier transform (FFT), was developed by Cooley and Tukey

(5). This method is widely available and is the basis for most Fourier analysis software packages. The

FFT algorithm is discussed in most advanced texts on signal analysis (6, 7). The accuracy of discrete

Fourier analysis depends on the frequency content5 of y(t) and on the Fourier transform frequency

resolution. An extensive discussion of these interrelated parameters is given in Chapter 7.

Example 2.6

Convert the continuous signal described by y(t)¼ 10 sin 2pt V into a discrete set of eight numbers

using a time increment of 0.125 s.

KNOWN The signal has the form y(t)¼C1 sin2pf1t
where

f 1 ¼ v1=2p ¼ 1 Hz

C f 1 ¼ 1 Hzð Þ ¼ 10 V

f f 1ð Þ ¼ 0

dt ¼ 0:125 s

N ¼ 8

5 The value of 1/dt must be more than twice the highest frequency contained in y(t).
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FIND {y(rdt)}

SOLUTION Measuring y(t) every 0.125 s over 1 s produces the discrete data set {y(rdt)} given

in Table 2.2. Note that the measurement produces four complete periods of the signal and that the

signal duration is given by Ndt¼ 1 s. The signal and its discrete representation as a series of

impulses in a time domain are plotted in Figure 2.18. See Example 2.7 for more on how to create this

discrete series by using common software.

Table 2.2 Discrete Data Set for y(t) ¼ 10 sin 2pt

r y(rdt) r y(rdt)

0 0.000 4 0.000

1 7.071 5 �7.071

2 10.000 6 �10.000

3 7.071 7 �7.071
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Figure 2.18 Representation of a simple periodic function as a discrete signal.
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Example 2.7

Estimate the amplitude spectrum of the discrete data set in Example 2.6.

KNOWN Discrete data set {y(rdt)} of Table 2.2

dt ¼ 0:125 s

N ¼ 8

FIND C(f)

SOLUTION We can use either the Matlab Fourier transform software (file FunSpect), the

LabView program WaveformGeneration, or a spreadsheet program to find C(f) (see the Comment

for details). For N¼ 8, a one-sided Fourier transform algorithm will return N/2 values for C(f),

with each successive amplitude corresponding to a frequency spaced at intervals of

1/Ndt¼ 0.125 Hz. The amplitude spectrum is shown in Figure 2.19 and has a spike of 10 V

centered at a frequency of 1 Hz.

COMMENT The discrete series and the amplitude spectrum are easily reproduced by using the

Matlab program file called FunSpect, the LabView program Waveform-Generation, or spreadsheet

software. The Fourier analysis capability of this software can also be used on an existing data set,

such as with the Matlab program file called DataSpect.

The following discussion of Fourier analysis using a spreadsheet program makes specific

references to procedures and commands from Microsoft1 Excel;6 similar functions are available in

other engineering analysis software. When a spreadsheet is used as shown, the N¼ 8 data point

sequence {y(rdt)} is created as in column 3. Under Data/Data Analysis, select Fourier Analysis. At

the prompt, define the N cells containing {y(rdt)} and define the cell destination (column 4). The

analysis executes the DFT of Equation 2.38 by using the FFT algorithm, and it returns N complex

numbers, the Fourier coefficients Y(f) of Equation 2.32. The analysis returns the two-sided

transform. However, a finite data set is one-sided, so we are interested in only the first N/2 Fourier

coefficients of column 4 (the second N/2 coefficients just mirror the first N/2). To find the coefficient

magnitude as given in Equation 2.33, compute or use the function IMABSð¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A2 þ B2

p
Þ on each of

the first N/2 coefficients, and then scale each coefficient magnitude by dividing by N/2 (for r¼ 0,

0
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Figure 2.19 Amplitude as a function of frequency for a

discrete representation of 10 sin 2pt resulting from a

discrete Fourier transform algorithm.

6 Microsoft1 and Excel are either registered trademarks or trademarks of Microsoft Corporation in the United States and/or

other countries.
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divide by N). The N/2 scaled coefficients (column 5) now represent the discrete amplitudes

corresponding to N/2 discrete frequencies (column 6) extending from f¼ 0 to (N/2 � 1)/Ndt Hz,

with each frequency separated by 1/Ndt.

Column

1 2 3 4 5 6

r t(s) y(rdt) Y(f)=A - Bi C(f) f(Hz)

0 0 0 0 0 0

1 0.125 7.07 �40i 10 1

2 0.25 10 0 0 2

3 0.375 7.07 0 0 3

4 0.5 0 0

5 0.625 �7.07 0

6 0.75 �10 0

7 0.875 �7.07 40i

These same operations in Matlab are as follows:

t¼ 1/8: 1/8: 1 defines time from 0.125 s to 1 s in increments of 0.125 s

y¼ 10�sin(2�pi�t) creates the discrete time series with N¼ 8

ycoef¼ fft(y) performs the Fourier analysis; returns N coefficients

c¼ coef/4 divides by N/2 to scale and determine the magnitudes

When signal frequency content is not known prior to conversion to a discrete signal, it is necessary to

experiment with the parameters of frequency resolution, N and dt, to obtain an unambiguous

representation of the signal. Techniques for this are explored in Chapter 7.

Analysis of Signals in Frequency Space

Fourier analysis is a tool for extracting details about the frequencies that are present in a

signal. Frequency analysis is routinely used in vibration analysis and isolation, determining

the condition of bearings, and a wide variety of acoustic applications. An example from

acoustics follows.

Example 2.8

Examine the frequency spectra of representative brass and woodwind instruments to illustrate why

the characteristic sound of these instruments is so easily distinguished.

KNOWN Figures 2.20 and 2.21 provide a representative frequency spectrum for a clarinet, a

woodwind instrument having a reed, and brass instruments.
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DISCUSSION Figure 2.20 displays the frequency spectrum for a clarinet playing a B-flat. The

base tone, fo is at 231 Hz, with the harmonics having frequencies of 3fo, 5fo, etc. Contrast this with

the frequency spectrum, shown in Figure 2.21, of the first few seconds of Aaron Copland’s ‘‘Fanfare

for the Common Man,’’ which is played by an ensemble of brass instruments, like French horns, and

has a fundamental frequency of approximately 700 Hz. This spectrum contains harmonics that are

2fo, 3fo, 4fo, etc.
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Figure 2.20 Frequency spectrum for a clarinet playing the note one whole tone below middle C.

(Adapted from Campbell, D.M., Nonlinear Dynamics of Musical Reed and Brass Wind Instruments,

Contemporary Physics, 40(6) November 1999, pages 415–431.)
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COMMENT Fourier analysis and the examination of a signal’s frequency content have myriads

of applications. In this example, we demonstrated through frequency analysis a clear reason why

clarinets and trumpets sound quite different. The presence of only odd harmonics, or both even and

odd harmonics, is a very recognizable difference, easily perceived by the human ear.

2.6 SUMMARY

This chapter has provided a fundamental basis for the description of signals. The capabilities of a

measurement system can be properly specified when the nature of the input signal is known. The

descriptions of general classes of input signals will be seen in Chapter 3 to allow universal

descriptions of measurement system dynamic behavior.

Any signal can be represented by a static magnitude and a series of varying frequencies and

amplitudes. As such, measurement system selection and design must consider the frequency content

of the input signals the system is intended to measure. Fourier analysis was introduced to allow a

precise definition of the frequencies and the phase relationships among various frequency compo-

nents within a particular signal. In Chapter 7, it will be shown as a tool for the accurate interpretation

of discrete signals.

Signal characteristics form an important basis for the selection of measurement systems and the

interpretation of measurement system output. In Chapter 3 these ideas are combined with the

concept of a generalized set of measurement system behaviors. The combination of generalized

measurement system behavior and generalized descriptions of input waveforms provides for an

understanding of a wide range of instruments and measurement systems.
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NOMENCLATURE

f frequency, in Hz (t�1)

k spring constant (mt�2)

m mass (m)

t time (t)

y dependent variable

ym discrete data points

A amplitude

B amplitude

C amplitude

F force (mlt�2)

N total number of discrete data points; integer

T period (t)

U unit step function

Y Fourier transform of y

a angle (rad)

b angle (rad)

df frequency resolution (t�1)

dt sample time increment (t)

f phase angle (rad)

v circular frequency in rad/s (t�1)

PROBLEMS

2.1 Define the term ‘‘signal’’ as it relates to measurement systems. Provide two examples of static and

dynamic input signals to particular measurement systems.

2.2 List the important characteristics of input and output signals and define each.

2.3 Determine the average and rms values for the function

y tð Þ ¼ 25 þ 10 sin 6pt

over the time periods (a) 0 to 0.1 s, (b) 0.4 to 0.5 s, (c) 0 to 1/3 s, and (d) 0 to 20 s. Comment on the nature

and meaning of the results in terms of analysis of dynamic signals.

2.4 The following values are obtained by sampling two time-varying signals once every 0.4 s:

t y1(t) y2(t) t y1(t) y2(t)

0 0 0

0.4 11.76 15.29 2.4 �11.76 �15.29

0.8 19.02 24.73 2.8 �19.02 �24.73

1.2 19.02 24.73 3.2 �19.02 �24.73

1.6 11.76 15.29 3.6 �11.76 �15.29

2.0 0 0 4.0 0 0

Determine the mean and the rms values for this discrete data. Discuss the significance of the rms

value in distinguishing these signals.

2.5 A moving average is an averaging technique that can be applied to an analog, discrete time, or digital

signal. A moving average is based on the concept of windowing, as illustrated in Figure 2.22. That

portion of the signal that lies inside the window is averaged and the average values plotted as a

function of time as the window moves across the signal. A 10-point moving average of the signal in

Figure 2.22 is plotted in Figure 2.23.

a. Discuss the effects of employing a moving average on the signal depicted in Figure 2.22.

b. Develop a computer-based algorithm for computing a moving average, and determine the effect of

the width of the averaging window on the signal described by

y tð Þ ¼ sin 5tþ cos 11t
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This signal should be represented as a discrete time signal by computing the value of the function at

equally spaced time intervals. An appropriate time interval for this signal would be 0.05 s. Examine

the signal with averaging windows of 4 and 30 points.

2.6 The data file in the companion software noisy.txt provides discrete time-varying signal that contains

random noise. Apply a 2-, 3-, and 4-point moving average (see Problem 2.5) to these data, and plot

the results. How does the moving average affect the noise in the data? Why?

2.7 Determine the value of the spring constant that would result in a spring-mass system that would

execute one complete cycle of oscillation every 2.7 s, for a mass of 0.5 kg. What natural frequency

does this system exhibit in radians/second?

Moving average window

–2

–1

0

1

2

y(
t)

20 4 14121086
Time

Figure 2.22 Moving average and windowing.

y(
t)

1

0.8

0.6

0.4

0.2

0

–0.2

–0.4

–0.6

–0.8

–1

–1.2
1412108642

Time

Figure 2.23 Effect of moving average on signal illustrated in Figure 2.22.
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2.8 A spring with k¼ 5000 N/cm supports a mass of 1 kg. Determine the natural frequency of this system

in radians/second and hertz.

2.9 For the following sine and cosine functions determine the period, the frequency in hertz, and the

circular frequency in radians/second. (Note: t represents time in seconds).

a. sin 10pt/5

b. 8 cos 8t

c. sin 5npt for n¼ 1 to 1
2.10 Express the following function in terms of (a) a cosine term only and (b) a sine term only:

y tð Þ ¼ 5 sin 4tþ 3 cos 4t

2.11 Express the function

y tð Þ ¼ 4 sin 2ptþ 15 cos 2pt

in terms of (a) a cosine term only and (b) a sine term only.

2.12 Express the Fourier series given by

y tð Þ ¼
X1
n¼1

2pn

6
sin nptþ 4pn

6
cos npt

using only cosine terms.

2.13 The nth partial sum of a Fourier series is defined as

A0 þ A1 cos v1tþ B1 sin v1tþ 	 	 	 þ An cos vntþ Bn sin vnt

For the third partial sum of the Fourier series given by

y tð Þ ¼ P1
n¼1

3n

2
sin ntþ 5n

3
cos nt

a. What is the fundamental frequency and the associated period?

b. Express this partial sum as cosine terms only.

2.14 For the Fourier series given by

y tð Þ ¼ 4 þ
X1
n¼1

2pn

10
cos

np

4
tþ 120np

30
sin

np

4
t

where t is time in seconds:

a. What is the fundamental frequency in hertz and radians/second?

b. What is the period T associated with the fundamental frequency?

c. Express this Fourier series as an infinite series containing sine terms only.

2.15 Find the Fourier series of the function shown in Figure 2.24, assuming the function has a period of

2p. Plot an accurate graph of the first three partial sums of the resulting Fourier series.

t
2

1

–1
–

y(t)

2
–

Figure 2.24 Function to be expanded in a Fourier series in

Problem 2.15.
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2.16 Determine the Fourier series for the function

y tð Þ ¼ t for � 5 < t < 5

by expanding the function as an odd periodic function with a period of 10 units, as shown in

Figure 2.25. Plot the first, second, and third partial sums of this Fourier series.

2.17 a. Show that y tð Þ ¼ t2 �p < t < pð Þ, y tþ 2pð Þ ¼ y tð Þ has the Fourier series

y tð Þ ¼ p2

3
� 4 cos t� 1

4
cos 2tþ 1

9
cos 3t�þ 	 	 	

� �

b. By setting t¼p in this series, show that a series approximation for p, first discovered by Euler,

results as

X1
n¼1

1

n2
¼ 1 þ 1

4
þ 1

9
þ 1

16
þ 	 	 	 ¼ p2

6

2.18 Determine the Fourier series that represents the function y(t) where

y tð Þ ¼ t for 0 < t < 1

and
y tð Þ ¼ 2 � t for 0 < t < 1

Clearly explain your choice for extending the function to make it periodic.

2.19 Classify the following signals as static or dynamic, and identify any that may be classified as periodic:

a. sin 10t V

b. 5þ 2 cos 2t m

c. 5t s

d. 2 V

2.20 A particle executes linear harmonic motion around the point x¼ 0. At time zero the particle is at

the point x¼ 0 and has a velocity of 5 cm/s. The frequency of the motion is 1 Hz. Determine: (a)

the period, (b) the amplitude of the motion, (c) the displacement as a function of time, and (d) the

maximum speed.

2.21 Define the following characteristics of signals: (a) frequency content, (b) amplitude, (c) magnitude,

and (d) period.

2.22 Construct an amplitude spectrum plot for the Fourier series in Problem 2.16 for y(t)¼ t. Discuss the

significance of this spectrum for measurement or interpretation of this signal. Hint: The plot can be

done by inspection or by using software such as DataSpect.

2.23 Construct an amplitude spectrum plot for the Fourier series in Problem 2.17 for y(t)¼ t2. Discuss the

significance of this spectrum for selecting a measurement system. Hint: The plot can be done by

inspection or by using software such as DataSpect or WaveformGeneration.vi.

t151050–5–10–15

y(t)

Figure 2.25 Sketch for Problem 2.16.
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2.24 Sketch representative waveforms of the following signals, and represent them as mathematical

functions (if possible):

a. The output signal from the thermostat on a refrigerator.

b. The electrical signal to a spark plug in a car engine.

c. The input to a cruise control from an automobile.

d. A pure musical tone (e.g., 440 Hz is the note A).

e. The note produced by a guitar string.

f. AM and FM radio signals.

2.25 Represent the function

e tð Þ ¼ 5 sin 31:4tþ 2 sin 44t

as a discrete set of N¼ 128 numbers separated by a time increment of (1/N). Use an appropriate

algorithm to construct an amplitude spectrum from this data set. (Hint: A spreadsheet program or the

program file DataSpect will handle this task.)

2.26 Repeat Problem 2.25 using a data set of 256 numbers at dt¼ (1/N) and dt¼ (1/2N) seconds. Compare

and discuss the results.

2.27 A particular strain sensor is mounted to an aircraft wing that is subjected to periodic wind gusts. The

strain measurement system indicates a periodic strain that ranges from 3250
 10�6 in./in. to

4150
 10�6 in./in. at a frequency of 1 Hz. Determine:

a. The average value of this signal.

b. The amplitude and the frequency of this output signal when expressed as a simple periodic

function.

c. A one-term Fourier series that represents this signal.

d. Construct an amplitude spectrum plot for the output signal.

2.28 For a dynamic calibration involving a force measurement system, a known force is applied to a

sensor. The force varies between 100 and 170 N at a frequency of 10 rad/s. State the average (static)

value of the input signal, its amplitude, and its frequency. Assuming that the signal may be

represented by a simple periodic waveform, express the signal as a one-term Fourier series and create

an amplitude spectrum from an equivalent discrete time series.

2.29 A displacement sensor is placed on a dynamic calibration rig known as a shaker. This device

produces a known periodic displacement that serves as the input to the sensor. If the known

displacement is set to vary between 2 and 5 mm at a frequency of 100 Hz, express the input signal as a

one-term Fourier series. Plot the signal in the time domain, and construct an amplitude spectrum plot.

2.30 Consider the upward flow of water and air in a tube having a circular cross section, as shown in Figure

2.26. If the water and air flow rates are within a certain range, there are slugs of liquid and large gas

bubbles flowing upward together. This type of flow is called ‘‘slug flow.’’ The data file gas_

liquid_data.txt with the companion software contains measurements of pressure made at the wall of

a tube in which air and water were flowing. The data were acquired at a sample frequency of 300 Hz.

The average flow velocity of the air and water is 1 m/s.

a. Construct an amplitude spectrum from the data, and determine the dominant frequency.

b. Using the frequency information from part a, determine the length L shown in the drawing in

Figure 2.26. Assume that the dominant frequency is associated with the passage of the bubbles

and slugs across the pressure sensor.
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2.31 The file sunspot.txt contains data from monthly observations of sunspot activity from January 1746

to September 2005. The numbers are a relative measure of sunspot activity.

a. Using the companion software program Dataspect, plot the data and create an amplitude spectrum.

b. From the spectrum, identify any cycles present in the sunspot activity and determine the period(s).

c. The Dalton minimum describes a period of low sunspot activity lasting from about 1790 to 1830;

this is apparent in your plot of the data. The Dalton minimum occurred near the end of the Little

Ice Age and coincided with a period of lower-than-average global temperatures. Research the

‘‘year without a summer’’ and its relationship to the Dalton minimum.

2.32 Classify the following signals as completely as possible:

a. Clock face having hands.

b. Morse code.

L

L

Figure 2.26 Upward gas–liquid flow: slug flow regime.
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c. Musical score, as input to a musician.

d. Flashing neon sign.

e. Telephone conversation.

f. Fax transmission.

2.33 Describe the signal defined by the amplitude spectrum and its phase shift of Figure 2.27 in terms of its

Fourier series. What is the frequency resolution of these plots? What was the sample time increment used?

2.34 For the even-functioned triangle wave signal defined by

y tð Þ ¼ 4C=Tð Þtþ C �T=2 � t � 0

y tð Þ ¼ �4C=Tð Þtþ C 0 � t � T=2

where C is an amplitude and T is the period:

a. Show that this signal can be represented by the Fourier series

y tð Þ ¼
X1
n¼1

4C 1 � cosnpð Þ
pnð Þ2

cos
2pnt

T

b. Expand the first three nonzero terms of the series. Identify the terms containing the fundamental

frequency and its harmonics.

c. Plot each of the first three terms on a separate graph. Then plot the sum of the three. For this, set

C¼ 1 V and T¼ 1 s. Note: The program FourCoef or Waveform Generation is useful in this

problem.

d. Sketch the amplitude spectrum for the first three terms of this series, first separately for each term

and then combined.

2.35 Figure 2.15 illustrates how the inclusion of higher frequency terms in a Fourier series refine the

accuracy of the series representation of the original function. However, measured signals often

display an amplitude spectrum for which amplitudes decrease with frequency. Using Figure 2.15 as a

resource, discuss the effect of high-frequency, low-amplitude noise on a measured signal. What

signal characteristics would be unaffected? Consider both periodic and random noise.

2.36 The program Sound.vi samples the ambient room sounds using your laptop computer microphone

and sound board and returns the amplitude spectrum of the sounds. Experiment with different sounds

(e.g., tapping, whistling, talking, humming) and describe your findings in a brief report.
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Figure 2.27 Spectrum for Problem 2.33.
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Chapter 3

Measurement System Behavior

3.1 INTRODUCTION

This chapter introduces the concept of simulating measurement system behavior through mathe-

matical modeling. From such a modeling study, the important aspects of measurement system

response that are pertinent to system design and specification can be obtained. Each measurement

system responds differently to different types of input signals and to the dynamic content within

these signals. So a particular system may not be suitable for measuring certain signals or at least

portions of some signals. Yet a measurement system always provides information regardless of how

well (or poorly!) this reflects the actual input signal being measured. To explore this concept, this

chapter discusses system response to certain types of input signals.

Throughout this chapter, we use the term ‘‘measurement system’’ in a generic sense. It refers

either to the response of the measurement system as a whole or to the response of any component or

instrument that makes up that system. Either is important, and both are interpreted in similar ways.

Each individual stage of the measurement system has its own response to a given input. The overall

system response is affected by the response of each stage of the complete system.

Upon completion of this chapter, the reader will be able to

� relate generalized measurement system models to dynamic response,

� describe and analyze models of zero-, first-, and second-order measurement systems and

predict their general behavior,

� calculate static sensitivity, magnitude ratio, and phase shift for a range of systems and input

waveforms,

� state the importance of phase linearity in reducing signal distortion,

� analyze the response of a measurement system to a complex input waveform, and

� determine the response of coupled measurement systems.

3.2 GENERAL MODEL FOR A MEASUREMENT SYSTEM

As pointed out in Chapter 2, all input and output signals can be broadly classified as being static,

dynamic, or some combination of the two. For a static signal, only the signal magnitude is needed to

reconstruct the input signal based on the indicated output signal. Consider measuring the length of a

board using a ruler. Once the ruler is positioned, the indication (output) of the magnitude of length is

immediately displayed because the board length (input) does not change over the time required to
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make the measurement. Thus, the board length represents a static input signal that is interpreted

through the static magnitude output indicated by the ruler. But consider measuring the vibration of a

motor. Vibration signals vary in amplitude and time, and thus are a dynamic input signal to the

measuring instrument. But the ruler is not very useful in determining this dynamic information, so

we need an instrument that can follow the input time signal faithfully.

Dynamic Measurements

For dynamic signals, signal amplitude, frequency, and general waveform information is needed to

reconstruct the input signal. Because dynamic signals vary with time, the measurement system must

be able to respond fast enough to keep up with the input signal. Further, we need to understand how

the input signal is applied to the sensor because that plays a role in system response. Consider the

time response of a common bulb thermometer for measuring body temperature. The thermometer,

initially at approximately room temperature, is placed under the tongue. But even after several

seconds, the thermometer does not indicate the expected value of body temperature and its display

continually changes. What has happened? Surely your body temperature is not changing. If you

were to use the magnitude of the output signal after only several seconds, you would come to a false

conclusion about your health! Experience shows that within a few minutes, the correct body

temperature will be indicated; so we wait. Experience also tells us that if we need accurate

information faster, we would need a different type of temperature sensor. In this example, body

temperature itself is constant (static) during the measurement, but the input signal to the

thermometer is suddenly changed from room temperature to body temperature, that is, mathemati-

cally, a step change. This is a dynamic event as the thermometer (the measurement system) sees it!

The thermometer must gain energy from its new environment to reach thermal equilibrium, and this

takes a finite amount of time. The ability of any measurement system to follow dynamic signals is a

characteristic of the design of the measuring system components.

Now consider the task of assessing the ride quality of an automobile suspension system. A

simplified view for one wheel of this system is shown in Figure 3.1. As a tire moves along the road,

the road surface provides the time-dependent input signal, F(t), to the suspension at the tire contact

Mass

Mass

Automobile
structure

Tire

Tire

Forward profile

k

c

F(t)

y(t)

y(t)

Output signal

Velocity

Input signal

Side profile

F(t)

Figure 3.1 Lumped parameter model of an automobile suspension showing input and output signals.
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point. The motion sensed by the passengers, y(t), is a basis for the ride quality and can be described

by a waveform that depends on the input from the road and the behavior of the suspension. An

engineer must anticipate the form of the input signals so as to design the suspension to attain a

desirable output signal.

Measurement systems play a key role in documenting ride quality. But just as the road and car

interact to provide ride quality, the input signal and the measurement system interact in creating the

output signal. In many situations, the goal of the measurement is to deduce the input signal based on

the output signal. Either way, we see that it is important to understand how a measurement system

responds to different forms of input signals.

The general behavior of measurement systems for a few common inputs defines, for the most part, the

input–output signal relationships necessary to correctly interpret measured signals. We will show that only

a few measurement system characteristics (specifications) are needed to predict the system response.

With the previous discussion in mind, consider that the primary task of a measurement system is

to sense an input signal and to translate that information into a readily understandable and

quantifiable output form. We can reason that a measurement system performs some mathematical

operation on a sensed input. In fact, a general measurement system can be represented by a

differential equation that describes the operation that a measurement system performs on the input

signal. This concept is illustrated in Figure 3.2. For an input signal, F(t), the system performs some

operation that yields the output signal, y(t). Then we must use y(t) to infer F(t). Therefore, at least a

qualitative understanding of the operation that the measurement system performs is imperative to

correctly interpret the input signal. We will propose a general mathematical model for a measure-

ment system. Then, by representing a typical input signal as some function that acts as an input to the

model, we can study just how the measurement system would behave by solving the model equation.

In essence, we perform the analytical equivalent of a system calibration. This information can then

be used to determine those input signals for which a particular measurement system is best suited.

Measurement System Model

In this section, we apply lumped parameter modeling to measurement systems. In lumped parameter

modeling, the spatially distributed physical attributes of a system are modeled as discrete elements.

The automotive suspension model discussed earlier is a lumped parameter model. As a simpler

example, the mass, stiffness, and damping of a coil spring are properties spatially distributed along

its length, but these can be replaced by the discrete elements of a mass, spring, and damper. An

advantage is that the governing equations of the models reduce from partial to ordinary differential

equations.

Consider the following general model of a measurement system, which consists of an nth-order

linear ordinary differential equation in terms of a general output signal, represented by variable y(t),

y(t)F(t)

y(0)

langis tuptuOlangis tupnI

Initial conditions

Measurement
system

operation

Figure 3.2 Measurement system operation on

an input signal, F(t), provides the output

signal, y(t).
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and subject to a general input signal, represented by the forcing function, F(t):

an
dny

dtn
þ an�1

dn�1y

dtn�1
þ � � � þ a1

dy

dt
þ a0y ¼ F tð Þ ð3:1Þ

where

F tð Þ ¼ bm
dmx

dtm
þ bm�1

dm�1x

dtm�1
þ � � � þ b1

dx

dt
þ b0x m � n

The coefficients a0, a1, a2, . . . , an and b0, b1, . . . , bm represent physical system parameters whose

properties and values depend on the measurement system itself. Real measurement systems can be

modeled this way by considering their governing system equations. These equations are generated

by application of pertinent fundamental physical laws of nature to the measurement system. Our

discussion is limited to measurement system concepts, but a general treatment of systems can be

found in text books dedicated to that topic (1–3).

Example 3.1

As an illustration, consider the seismic accelerometer depicted in Figure 3.3a. Various configura-

tions of this instrument are used in seismic and vibration engineering to determine the motion of

large bodies to which the accelerometer is attached. Basically, as the small accelerometer mass

reacts to motion, it places the piezoelectric crystal into compression or tension, causing a surface

charge to develop on the crystal. The charge is proportional to the motion. As the large body moves,

the mass of the accelerometer will move with an inertial response. The stiffness of the spring, k,

provides a restoring force to move the accelerometer mass back to equilibrium while internal

frictional damping, c, opposes any displacement away from equilibrium. A model of this

(a) Piezoelectric accelerometer attached to large body

(b) Representation using mass,
spring, and damper

(c) Free-body diagram

c(y – x)k(y – x)

Mass
m

Spring
k

Damper
c Body

surface

y

x

Piezoelectric
crystal

Output signal
(voltage)

Large body

+

–

m y

..

..

Figure 3.3 Lumped parameter model of accelerometer (Ex. 3.1).
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measurement device in terms of ideal lumped elements of stiffness, mass, and damping is given in

Figure 3.3b and the corresponding free-body diagram in Figure 3.3c. Let y denote the position of the

small mass within the accelerometer and x denote the displacement of the body. Solving Newton’s

second law for the free body yields the second-order linear, ordinary differential equation

m
d2y

dt2
þ c

dy

dt
þ ky ¼ c

dx

dt
þ kx

Since the displacement y is the pertinent output from the accelerometer due to displacement x, the

equation has been written such that all output terms, that is, all the y terms, are on the left side. All

other terms are to be considered as input signals and are placed on the right side. Comparing this to

the general form for a second-order equation (n¼ 2; m¼ 1) from Equation 3.1,

a2 d
2y

dt2
þ a1

dy

dt
þ a0y ¼ b1

dx

dt
þ b0x

we can see that a2¼m, a1¼ b1¼ c, a0¼ b0¼ k, and that the forces developed due to the velocity and

displacement of the body become the inputs to the accelerometer. If we could anticipate thewaveform of

x, for example, x(t)¼ x0 sinvt, we could solve for y(t), which gives the measurement system response.

Fortunately, many measurement systems can be modeled by zero-, first-, or second-order linear,

ordinary differential equations. More complex systems can usually be simplified to these lower

orders. Our intention here is to attempt to understand how systems behave and how such response is

closely related to the design features of a measurement system; it is not to simulate the exact system

behavior. The exact input–output relationship is found from calibration. But modeling guides us in

choosing specific instruments and measuring methods by predicting system response to signals, and

in determining the type, range, and specifics of calibration. Next, we examine several special cases

of Equation 3.1 that model the most important concepts of measurement system behavior.

3.3 SPECIAL CASES OF THE GENERAL SYSTEM MODEL

Zero-Order Systems

The simplest model of a measurement systems and one used with static signals is the zero-order

system model. This is represented by the zero-order differential equation:

a0y ¼ F tð Þ
Dividing through by a0 gives

yðtÞ ¼ KF tð Þ ð3:2Þ
where K¼ 1/a0. K is called the static sensitivity or steady gain of the system. This system property was

introduced in Chapter 1 as the relation between the change in output associated with a change in static

input. In a zero-order model, the system output is considered to respond to the input signal instantaneously.

If an input signal of magnitude F(t)¼A were applied, the instrument would indicate KA, as modeled by

Equation 3.2. The scale of the measuring device would be calibrated to indicate A directly.

For real systems, the zero-order system concept is used to model the non–time-dependent

measurement system response to static inputs. In fact, the zero-order concept appropriately models

any system during a static calibration. When dynamic input signals are involved, a zero-order model
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is valid only at static equilibrium. This is because most real measurement systems possess inertial or

storage capabilities that require higher-order differential equations to correctly model their time-

dependent behavior to dynamic input signals.

Determination of K

The static sensitivity is found from the static calibration of the measurement system. It is the slope of

the calibration curve, K¼ dy/dx.

Example 3.2

A pencil-type pressure gauge commonly used to measure tire pressure can be modeled at static

equilibrium by considering the force balance on the gauge sensor, a piston that slides up and down a

cylinder. An exploded view of an actual gauge is shown in Figure 3.4c. In Figure 3.4a, we model the

piston motion1 as being restrained by an internal spring of stiffness, k, so that at static equilibrium

the absolute pressure force, F, bearing on the piston equals the force exerted on the piston by the

spring, Fs, plus the atmospheric pressure force, Fatm. In this manner, the transduction of pressure into

mechanical displacement occurs. Considering the piston free-body at static equilibrium in

Figure 3.4b, the static force balance, SF ¼ 0, gives

ky ¼ F � Fatm

where y is measured relative to some static reference position marked as zero on the output display.

Pressure is simply the force acting inward over the piston surface area, A. Dividing through by area

1 In a common gauge there may or may not be the mechanical spring shown.

y

(a) Pencil-style pressure gauge

(b) Free-body diagram

(c) Photograph of the components
     within a pencil-type pressure gauge

ky = F

F

Fatm

sDisplay scale

Spring

Piston of
area A

+

Sliding piston

Intake valve

Figure 3.4 Lumped parameter model of pressure gauge (Ex. 3.2).
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provides the zero-order response equation between output displacement and input pressure

and gives

y ¼ A=kð Þ p� patmð Þ
The term p� patmð Þ represents the pressure relative to atmospheric pressure. It is the pressure

indicated by this gauge. Direct comparison with Equation 3.2 shows that the input pressure

magnitude equates to the piston displacement through the static sensitivity, K¼A/k. Drawing

from the concept of Figure 3.2, the system operates on pressure so as to bring about the relative

displacement of the piston, the magnitude of which is used to indicate the pressure. The equivalent of

spring stiffness and piston area affect the magnitude of this displacement—factors considered in its

design. The exact static input–output relationship is found through calibration of the gauge. Because

elements such as piston inertia and frictional dissipation were not considered, this model would not be

appropriate for studying the dynamic response of the gauge.

First-Order Systems

Measurement systems that contain storage elements do not respond instantaneously to changes in

input. The bulb thermometer discussed in Section 3.2 is a good example. The bulb exchanges energy

with its environment until the two are at the same temperature, storing energy during the exchange.

The temperature of the bulb sensor changes with time until this equilibrium is reached, which

accounts physically for its lag in response. The rate at which temperature changes with time can be

modeled with a first-order derivative and the thermometer behavior modeled as a first-order

equation. In general, systems with a storage or dissipative capability but negligible inertial forces

may be modeled using a first-order differential equation of the form

a1 _yþ a0y ¼ F tð Þ ð3:3Þ
with _y ¼ dy=dt. Dividing through by a0 gives

tyþ y ¼ KF tð Þ ð3:4Þ
where t ¼ a1=a0. The parameter t is called the time constant of the system. Regardless of the

physical dimensions of a0 and a1, their ratio will always have the dimensions of time. The time

constant provides a measure of the speed of system response, and as such is an important

specification in measuring dynamic input signals. To explore this concept more fully, consider

the response of the general first-order system to the following two forms of an input signal: the step

function and the simple periodic function.

Step Function Input

The step function, AU(t), is defined as

AU tð Þ ¼ 0 t � 0�

AU tð Þ ¼ A t � 0þ

where A is the amplitude of the step function and U(t) is defined as the unit step function as depicted

in Figure 3.5. Physically, this function describes a sudden change in the input signal from a constant

value of one magnitude to a constant value of some other magnitude, such as a sudden change in

3.3 Special Cases of the General System Model 85



E1C03 09/14/2010 15:24:52 Page 86

loading, displacement, or any physical variable. When we apply a step function input to a

measurement system, we obtain information about how quickly a system will respond to a change

in input signal. To illustrate this, let us apply a step function as an input to the general first-order

system. Setting F(t)¼AU(t) in Equation 3.4 gives

t _yþ y ¼ KAU tð Þ ¼ KF tð Þ
with an arbitrary initial condition denoted by, y(0)¼ y0. Solving for t � 0þ yields

y tð Þ|ffl{zffl}
Time response

¼ KA|fflffl{zfflffl}
Steady response

þ y0 � KAð Þe�t=t|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}
Transient response

ð3:5Þ

The solution of the differential equation, y(t), is the time response (or simply the response) of the

system. Equation 3.5 describes the behavior of the system to a step change in input. This means that

y(t) is in fact the output indicated by the display stage of the system. It should represent the time

variation of the output display of the measurement system if an actual step change were applied to

the system. We have simply used mathematics to simulate this response.

Equation 3.5 consists of two parts. The first term is known as the steady response because, as

t ! 1, the response of y(t) approaches this steady value. The steady response is that portion of the

output signal that remains after the transient response has decayed to zero. The second term on

the right side of Equation 3.5 is known as the transient response of y(t) because, as t ! 1, the

magnitude of this term eventually reduces to zero.

For illustrative purposes, let y0 < A so that the time response becomes as shown in Figure 3.6.

Over time, the indicated output value rises from its initial value, at the instant the change in input is

applied, to an eventual constant value, y1 ¼ KA, at steady response. As an example, compare this

general time response to the recognized behavior of the bulb thermometer when measuring body

temperature as discussed earlier. We see a qualitative similarity. In fact, in using a bulb thermometer

to measure body temperature, this is a real step function input to the thermometer, itself a first-order

measuring system.

Suppose we rewrite the response Equation 3.5 in the form

G tð Þ ¼ y tð Þ � y1
y0 � y1

¼ e�t=t ð3:6Þ

The term G tð Þ is called the error fraction of the output signal. Equation 3.6 is plotted in Figure 3.7,

where the time axis is nondimensionalized by the time constant. We see that the error fraction

–1 0 1 2
0

1

2

U(t)

Time, t Figure 3.5 The unit step function, U(t).
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decreases from a value of 1 and approaches a value of 0 with increasing t=t. At the instant just after

the step change in input is introduced, G ¼ 1:0, so that the indicated output from the measurement

system is 100% in error. This implies that the system has responded 0% to the input change, that is, it

has not changed. From Figure 3.7, it is apparent that as time moves forward the system does respond,

and with decreasing error in its indicated value. Let the percent response of the system to a step

change be given as ð1 � GÞ � 100. Then by t ¼ t, where G ¼ 0:368, the system will have responded

to 63.2% of the step change. Further, when t¼ 2.3t the system will have responded ðG ¼ 0:10Þ to

90% of the step change; by t ¼ 5t, we find the response to be 99:3%. Values for the percent response

and the corresponding error as functions of t=t are summarized in Table 3.1. The time required for

a system to respond to a value that is 90% of the step input, y1 � y0, is important and is called the

rise time of the system.

Based on this behavior, we can see that the time constant is in fact a measure of how quickly a

first-order measurement system will respond to a change in input value. A smaller time constant

indicates a shorter time between the instant that an input is applied and when the system reaches an

essentially steady output. We define the time constant as the time required for a first-order system to

achieve 63.2% of the step change magnitude, y1 � y0. The time constant is a system property.

Determination of t From the development above, the time constant can be experimentally

determined by recording the system’s response to a step function input of a known magnitude.
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Figure 3.6 First-order system time response to a

step function input: the time response, y(t).

0
0.0

0.2

0.4
0.368

0.6

0.8

1.0

1 2 3 4 5

E
rr

or
 f

ra
ct

io
n,

 Γ

t/
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a step function input: the error fraction, G.
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In practice, it is best to record that response from t¼ 0 until steady response is achieved. The data

can then be plotted as error fraction versus time on a semilog plot, such as in Figure 3.8. This type of

plot is equivalent to the transformation

ln G ¼ 2:3 logG ¼ � 1=tð Þt ð3:7Þ
which is of the linear form, Y¼mXþB (where Y ¼ ln G, m ¼ �ð1=tÞ; X ¼ t; and B ¼ 0 here). A

linear curve fit through the data will provide a good estimate of the slope, m, of the resulting plot.

From Equation 3.7, we see that m ¼ �1=t, which yields the estimate for t.
This method offers advantages over attempting to compute t directly from the time required

to achieve 63.2% of the step-change magnitude. First, real systems will deviate somewhat from

perfect first-order behavior. On a semilog plot (Figure 3.8), such deviations are readily apparent

as clear trends away from a straight line. Modest deviations do not pose a problem. But strong

deviations indicate that the system is not behaving as expected, thus requiring a closer

examination of the system operation, the step function experiment, or the assumed form of

the system model. Second, acquiring data during the step function experiment is prone to some

random error in each data point. The use of a data curve fit to determine t utilizes all of the data

over time so as to minimize the influence of an error in any one data point. Third, the method

eliminates the need to determine the G ¼ 1:0 and 0.368 points, which are difficult to establish in

practice and so are prone to a systematic error.

Table 3.1 First-Order System Response and Error Fraction

t/t % Response G % Error

0 0.0 1.0 100.0

1 63.2 0.368 36.8

2 86.5 0.135 13.5

2.3 90.0 0.100 10.0

3 95.0 0.050 5.0

5 99.3 0.007 0.7

1 100.0 0.0 0.0
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Figure 3.8 The error fraction plotted on

semilog coordinates.
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Example 3.3

Suppose a bulb thermometer originally indicating 20�C is suddenly exposed to a fluid temperature

of 37�C. Develop a model that simulates the thermometer output response.

KNOWN T 0ð Þ ¼ 20�C

T1 ¼ 37�C

FðtÞ ¼ T1 � Tð0Þ½ 	UðtÞ

ASSUMPTIONS To keep things simple, assume the following: no installation effects (neglect

conduction and radiation effects); sensor mass is mass of liquid in bulb only; uniform temperature

within bulb (lumped mass); and thermometer scale is calibrated to indicate temperature

FIND T tð Þ
SOLUTION Consider the energy balance developed in Figure 3.9. According to the first law of

thermodynamics, the rate at which energy is exchanged between the sensor and its environment

through convection, _Q, must be balanced by the storage of energy within the thermometer, dE=dt.
This conservation of energy is written as

dE

dt
¼ _Q

Energy storage in the bulb is manifested by a change in bulb temperature so that for a constant mass

bulb, dE(t)/dt¼mcvdT(t)/dt. Energy exchange by convection between the bulb at T(t) and an

environment at T1 has the form _Q ¼ hAsDT . The first law can be written as

mcv
dT tð Þ
dt

¼ hAs T1 � T tð Þ½ 	

This equation can be written in the form

mcv
dT tð Þ
dt

þ hAs TðtÞ � Tð0Þ½ 	 ¼ hAsFðtÞ ¼ hAs T1 � Tð0Þ½ 	UðtÞ

with initial condition T(0) and

m, cv, T(t)

T∞

Qin

.

dE
dt

Bulb sensor

Control volume

Figure 3.9 Lumped parameter model of thermometer and its

energy balance (Ex. 3.3).
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where

m¼ mass of liquid within thermometer

cv¼ specific heat of liquid within thermometer

h¼ convection heat transfer coefficient between bulb and environment

As¼ thermometer surface area

The term hAs controls the rate at which energy can be transferred between a fluid and a body; it is

analogous to electrical conductance. By comparison with Equation 3.3, a0¼ hAs, a1¼mcv, and

b0¼ hAs. Rewriting for t � 0þ and simplifying yields

mcv

hAs

dT tð Þ
dt

þ T tð Þ ¼ T1

From Equation 3.4, this implies that the time constant and static sensitivity are

t ¼ mcv

hAs

K ¼ hAs

hAs

¼ 1

Direct comparison with Equation 3.5 yields this thermometer response:

T tð Þ ¼ T1 þ Tð0Þ � T1½ 	e�t=t

¼ 37 � 17e�t=t ½�C	

COMMENT Two interactive examples of the thermometer problem (from Exs 3.3–3.5) are

available. In the program FirstOrd, the user can choose input functions and study the system

response. In the LabView program Temperature_response, the user can apply interactively a step

change in temperature and study the first-order system response of a thermal sensor.

Clearly the time constant,t, of the thermometer can be reducedby decreasing itsmass-to-area ratio

orbyincreasingh (forexample, increasingthefluidvelocityaroundthesensor).Withoutmodeling,such

information could be ascertained only by trial and error, a time-consuming and costly method with no

assurance of success. Also, it is significant that we found that the response of the temperature

measurement system in this case depends on the environmental conditions of the measurement that

control h, because the magnitude of h affects the magnitude of t. If h is not controlled during response

tests (i.e., if it is an extraneous variable), ambiguous results are possible. For example, the curve of

Figure 3.8 will become nonlinear, or replications will not yield the same values for t.
Review of this example should make it apparent that the results of a well-executed step

calibration may not be indicative of an instrument’s performance during a measurement if the

measurement conditions differ from those existing during the step calibration.

Example 3.4

For the thermometer in Example 3.3 subjected to a step change in input, calculate the 90% rise time

in terms of t=t.

KNOWN Same as Example 3.3

ASSUMPTIONS Same as Example 3.3

FIND 90% response time in terms of t=t
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SOLUTION The percent response of the system is given by 1 � Gð Þ � 100 with the error

fraction, G, defined by Equation 3.6. From Equation 3.5, we note that at t¼ t, the thermometer will

indicate T(t)¼ 30.75�C, which represents only 63.2% of the step change from 20� to 37�C. The 90%

rise time represents the time required for G to drop to a value of 0.10. Then

G ¼ 0:10 ¼ e�t=t

or t/t¼ 2.3.

COMMENT In general, a time equivalent to 2.3t is required to achieve 90% of the applied step

input for a first-order system.

Example 3.5

A particular thermometer is subjected to a step change, such as in Example 3.3, in an experimental

exercise to determine its time constant. The temperature data are recorded with time and presented

in Figure 3.10. Determine the time constant for this thermometer. In the experiment, the heat transfer

coefficient, h, is estimated to be 6 W/m2-�C from engineering handbook correlations.

KNOWN Data of Figure 3.10

h ¼ 6 W=m2-�C

ASSUMPTIONS First-order behavior using the model of Example 3.3, constant properties

FIND t

SOLUTION According to Equation 3.7, the time constant should be the negative reciprocal of

the slope of a line drawn through the data of Figure 3.10. Aside from the first few data points, the

data appear to follow a linear trend, indicating a nearly first-order behavior and validating our model

assumption. The data is fit to the first-order equation2

2:3 log G ¼ ð�0:194Þtþ 0:00064

0

Time, t (s)
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Figure 3.10 Temperature–time history

of Example 3.5.

2 The least-squares approach to curve fitting is discussed in detail in Chapter 4.
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With m ¼ �0:194 ¼ �1=t, the time constant is calculated as t ¼ 5:15 seconds.

COMMENT If the experimental data were to deviate significantly from first-order behavior,

this would be a clue that either our assumptions do not fit the real-problem physics or that the test

conduct has control or execution problems.

Simple Periodic Function Input

Periodic signals are commonly encountered in engineering processes. Examples include vibrating

structures, vehicle suspension dynamics, biological circulations, and reciprocating pump flows.

When periodic inputs are applied to a first-order system, the input signal frequency has an important

influence on measuring system time response and affects the output signal. This behavior can be

studied effectively by applying a simple periodic waveform to the system. Consider the first-order

measuring system to which an input of the form of a simple periodic function, F(t)¼A sin vt, is

applied for t � 0þ:

t _yþ y ¼ KA sin vt

with initial conditions y(0)¼ y0. Note that v in ½rad=s	 ¼ 2pf with f in [Hz]. The general solution to

this differential equation yields the measurement system output signal, that is, the time response to

the applied input, y(t):

y tð Þ ¼ Ce�t=t þ KAffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 þ vtð Þ2

q sin vt� tan�1vt
� � ð3:8Þ

where the value for C depends on the initial conditions.

So what has happened? The output signal, y(t), of Equation 3.8 consists of a transient and a

steady response. The first term on the right side is the transient response. As t increases, this term

decays to zero and no longer influences the output signal. Transient response is important only

during the initial period following the application of the new input. We already have information

about the system transient response from the step function study, so we focus our attention on the

second term, the steady response. This term persists for as long as the periodic input is maintained.

From Equation 3.8, we see that the frequency of the steady response term remains the same as the

input signal frequency, but note that the amplitude of the steady response depends on the value of the

applied frequency, v. Also, the phase angle of the periodic function has changed.

Equation 3.8 can be rewritten in a general form:

y tð Þ ¼ Ce�t=t þ B vð Þsin vtþF½ 	
B vð Þ ¼ KAffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1 þ vtð Þ2
q

F vð Þ ¼ �tan�1 vtð Þ

ð3:9Þ

where B(v) represents the amplitude of the steady response and the angle FðvÞ represents the phase

shift. A relative illustration between the input signal and the system output response is given in

Figure 3.11 for an arbitrary frequency and system time constant. From Equation 3.9, both B and f are

frequency dependent. Hence, the exact form of the output response depends on thevalue of the frequency
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of the input signal. The steady response of any system to which a periodic input of frequency, v, is

applied is known as the frequency response of the system. The frequency affects the magnitude of

amplitudeB and also can bring about a time delay. This time delay,b1, is seen in the phase shift,FðvÞ, of

the steady response. For a phase shift given in radians, the time delay in units of time is

b1 ¼ F

v

that is, we can write

sin vtþFð Þ ¼ sin v tþF

v

� �� 	
¼ sin v tþ b1ð Þ½ 	

The value forb1 will be negative, indicating that the time shift is a delay between the output and input

signals. Since Equation 3.9 applies to all first-order measuring systems, the magnitude and phase shift

by which the output signal differs from the input signal are predictable.

We define a magnitude ratio, MðvÞ, as the ratio of the output signal amplitude to the input signal

amplitude, MðvÞ¼B=KA. For a first-order system subjected to a simple periodic input, the

magnitude ratio is

MðvÞ ¼ B

KA
¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1 þ ðvtÞ2
q ð3:10Þ

The magnitude ratio for a first-order system is plotted in Figure 3.12, and the corresponding phase

shift is plotted in Figure 3.13. The effects of both system time constant and input signal frequency on

frequency response are apparent in both figures. This behavior can be interpreted in the following

manner. For those values of vt for which the system responds with values of MðvÞ near unity, the

measurement system transfers all or nearly all of the input signal amplitude to the output and with

very little time delay; that is, B will be nearly equal to KA in magnitude and FðvÞ will be near zero

degrees. At large values of vt the measurement system filters out any frequency information of the
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Figure 3.11 Relationship

between a sinusoidal input and

output: amplitude, frequency,

and time delay.
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input signal by responding with very small amplitudes, which is seen by the small MðvÞ, and by

large time delays, as evidenced by increasingly nonzero b1.

Any combination of v and t produces the same results. If we wanted to measure signals with

high-frequency content, then we would need a system having a small t. On the other hand, systems

of large t may be adequate to measure signals of low-frequency content. Often the trade-offs

compete available technology against cost.

The dynamic error, dðvÞ, of a system is defined as d vð Þ ¼ MðvÞ � 1. It is a measure of the

inability of a system to adequately reconstruct the amplitude of the input signal for a particular input

frequency. We normally want measurement systems to have a magnitude ratio at or near unity over

the anticipated frequency band of the input signal to minimize dðvÞ. Perfect reproduction of the

input signal is not possible, so some dynamic error is inevitable. We need some way to state this.

For a first-order system, we define a frequency bandwidth as the frequency band over which

MðvÞ � 0:707; in terms of the decibel (plotted in Figure 3.12) defined as

dB ¼ 20 log M vð Þ ð3:11Þ
this is the band of frequencies within which M(v) remains above �3 dB.
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The functions M(v) and F vð Þ represent the frequency response of the measurement system to

periodic inputs. These equations and universal curves provide guidance in selecting measurement

systems and system components.

Determination of Frequency Response The frequency response of a measurement system is

found by a dynamic calibration. In this case, the calibration would entail applying a simple periodic

waveform of known amplitude and frequency to the system sensor stage and measuring the

corresponding output stage amplitude and phase shift. In practice, developing a method to produce a

periodic input signal in the form of a physical variable may demand considerable ingenuity and

effort. Hence, in many situations an engineer elects to rely on modeling to infer system frequency

response behavior. We can predict the dynamic behavior if the time constant and static sensitivity of

the system and the range of input frequencies are all known.

Example 3.6

A temperature sensor is to be selected to measure temperature within a reaction vessel. It is suspected

that the temperature will behave as a simple periodic waveform with a frequency somewhere between

1 and 5 Hz. Sensors of several sizes are available, each with a known time constant. Based on time

constant, select a suitable sensor, assuming that a dynamic error of 
2% is acceptable.

KNOWN 1 � f � 5 Hz

dðvÞj � 0:02j

ASSUMPTIONS First-order system

F tð Þ ¼ A sin vt

FIND Time constant, t

SOLUTION With d vð Þj � 0:02j , we would set the magnitude ratio between 0.98 �M� 1.02.

From Figure 3.12, we see that first-order systems never exceed M¼ 1. So the constraint becomes

0.98 � M � 1. Then,

0:98 � M vð Þ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 þ vtð Þ2

q � 1

From Figure 3.12, this constraint is maintained over the range 0 � vt � 0:2. We can also see in this

figure that for a system of fixed time constant, the smallest value of M(v) will occur at the largest

frequency. So with v ¼ 2pf ¼ 2pð5Þrad/s and solving for M(v)¼ 0.98 yields, t � 6:4 ms. Accord-

ingly, a sensor having a time constant of 6.4 ms or less will work.

Second-Order Systems

Systems possessing inertia contain a second-derivative term in their model equation (e.g.,

see Ex. 3.1). A system modeled by a second-order differential equation is called a second-order
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system. Examples of second-order instruments include accelerometers and pressure transducers

(including microphones and loudspeakers).

In general, a second-order measurement system subjected to an arbitrary input, F(t), can be

described by an equation of the form

a2y€þ a1 _yþ a0y ¼ F tð Þ ð3:12Þ
where a0, a1, and a2 are physical parameters used to describe the system and€y ¼ d2y=dt2. This

equation can be rewritten as

1

v2
n

€y þ 2z

vn

_yþ y ¼ KF tð Þ ð3:13Þ

where

vn ¼
ffiffiffiffiffi
a0

a2

r
¼ natural frequency of the system

z¼ a1

2
ffiffiffiffiffiffiffiffiffi
a0a2

p ¼ damping ratio of the system

Consider the homogeneous solution to Equation 3.13. Its form depends on the roots of the

characteristic equation of Equation 3.13:

1

v2
n

l2 þ 2z

vn

lþ 1 ¼ 0

This quadratic equation has two roots,

l1;2 ¼ �zvn 
 vn

ffiffiffiffiffiffiffiffiffiffiffiffiffi
z2 � 1

q
Depending on the value for z three forms of homogeneous solution are possible:

0 � z < 1 (underdamped system solution)

yhðtÞ ¼ Ce�zvntsin vn

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 � z2t

q
þQ

� �
ð3:14aÞ

z¼ 1 (critically damped system solution)

yh tð Þ ¼ C1e
l1t þ C2te

l2t ð3:14bÞ
z > 1 (overdamped system solution)

yhðtÞ ¼ C1e
l1t þ C2e

l2t ð3:14cÞ

The homogeneous solution determines the transient response of a system. The damping ratio, z,

is a measure of system damping, a property of a system that enables it to dissipate energy internally.

For systems with 0 � z � 1, the transient response will be oscillatory, whereas for z � 1, the

transient response will not oscillate. The critically damped solution, z ¼ 1, denotes the demarcation

between oscillatory and nonoscillatory behavior in the transient response.
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Step Function Input

Again, the step function input is applied to determine the general behavior and speed at which the

system will respond to a change in input. The response of a second-order measurement system to a

step function input is found from the solution of Equation 3.13, with F(t)¼AU(t), to be

y tð Þ ¼ KA� KAe�zvnt
zffiffiffiffiffiffiffiffiffiffiffiffiffi

1 � z2
p sin vnt

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1 � z2

q� �
þ cos vnt

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1 � z2

q� �" #
0 � z < 1 ð3:15aÞ

y tð Þ ¼ KA� KA 1 þ vntð Þe�vnt z ¼ 1 ð3:15bÞ

y tð Þ ¼ KA� KA
zþ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
z2 � 1

p
2
ffiffiffiffiffiffiffiffiffiffiffiffiffi
z2 � 1

p e �zþ
ffiffiffiffiffiffiffiffi
z2�1

p� �
vnt þ z�

ffiffiffiffiffiffiffiffiffiffiffiffiffi
z2 � 1

p
2
ffiffiffiffiffiffiffiffiffiffiffiffiffi
z2 � 1

p e �z�
ffiffiffiffiffiffiffiffi
z2�1

p� �
vnt

" #
z > 1 ð3:15cÞ

where we set the initial conditions, y(0)¼ _y 0ð Þ¼ 0 for convenience.

Equations 3.15a–c are plotted in Figure 3.14 for several values of z. The interesting feature is

the transient response. For under-damped systems, the transient response is oscillatory about the

steady value and occurs with a period

Td ¼ 2p

vd

¼ 1

f d
ð3:16Þ

vd ¼ vn

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1 � z2

q
ð3:17Þ

where vd is called the ringing frequency. In instruments, this oscillatory behavior is called

‘‘ringing.’’ The ringing phenomenon and the associated ringing frequency are properties of the

measurement system and are independent of the input signal. It is the free oscillation frequency of a

system displaced from its equilibrium.

The duration of the transient response is controlled by the zvn term. In fact, its influence is

similar to that of a time constant in a first-order system, such that we could define a second-order

time constant as t ¼ 1=zvn. The system settles to KA more quickly when it is designed with a larger
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Figure 3.14 Second-order system time response to a step function input.
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zvn (i.e., smaller t). Nevertheless, for all systems with z > 0, the response eventually indicates the

steady value of y1 ¼ KA as t ! 1.

Recall that the rise time is defined as the time required to achieve a value within 90% of the step

input. For a second-order system, the rise time is the time required to first achieve 90% of (KA� y0).

Rise time is reduced by decreasing the damping ratio, as seen in Figure 3.14. However, the severe

ringing associated with very lightly damped systems can delay the time to achieve a steady value

compared to systems of higher damping. This is demonstrated by comparing the response at z ¼
0:25 with the response at z ¼ 1 in Figure 3.14. With this in mind, the time required for a

measurement system’s oscillations to settle to within 
10% of the steady value, KA, is defined

as its settling time. The settling time is an approximate measure of the time to achieve a steady

response. A damping ratio of about 0.7 appears to offer a good compromise between ringing and

settling time. If an error fraction ðGÞ of a few percent is acceptable, then a system with z ¼ 0:7 will

settle to steady response in about one-half the time of a system having z ¼ 1. For this reason, most

measurement systems intended to measure sudden changes in input signal are typically designed

such that parameters a0, a1, and a2 provide a damping ratio of between 0.6 and 0.8.

Determination of Ringing Frequency and Rise and Settling Times The experimental determina-

tion of the ringing frequency associated with under-damped systems is performed by applying a step

input to the second-order measurement system and recording the response with time. This type of

calibration also yields information concerning the time to steady response of the system, which includes

rise and settling times. Example 3.8 describes such a test. Typically, measurement systems suitable for

dynamic signal measurements have specifications that include 90% rise time and settling time. Adjust

Second Order Parameters.vi explores system values and response.

Determination of Natural Frequency and Damping Ratio From the under-damped system

response to a step function test, values for the damping ratio and natural frequency can be extracted.

From Figure 3.14, we see that with ringing the amplitude decays logarithmically with time towards a

steady-state value. Let ymax represent the peak amplitude occurring with each cycle. Then for the first

two successive peak amplitudes, let y1 ¼ ymaxð Þ1 � y1 and y2 ¼ ymaxð Þ2 � y1. The damping ratio is

found from

z ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 þ 2p=lnðy1=y2

Þ

 �2

r ð3:18Þ

From the calculation to find the ringing frequency using Equation 3.16, the natural frequency is found

using Equation 3.17. Alternately, we could perform the step function test with y(0)¼KA and y1 ¼ 0

and still use the same approach.

Example 3.7

Determine the physical parameters that affect the natural frequency and damping ratio of the

accelerometer of Example 3.1.

KNOWN Accelerometer shown in Figure 3.3

ASSUMPTIONS Second-order system as modeled in Example 3.1

FIND vn; z
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SOLUTION A comparison between the governing equation for the accelerometer in Example

3.1 and Equation 3.13 gives

vn ¼
ffiffiffiffi
k

m

r
z ¼ c

2
ffiffiffiffiffiffiffi
km

p

Accordingly, the physical parameters of mass, spring stiffness, and frictional damping control the

natural frequency and damping ratio of this measurement system.

Example 3.8

The curve shown in Figure 3.15 is the recorded voltage output signal of a diaphragm pressure

transducer subjected to a step change in input. From a static calibration, the pressure–voltage

relationship was found to be linear over the range 1 atmosphere (atm) to 4 atm with a static

sensitivity of 1 V/atm. For the step test, the initial pressure was atmospheric pressure, pa, and the

final pressure was 2pa. Estimate the rise time, the settling time, and the ringing frequency of this

measurement system.

KNOWN p 0ð Þ ¼ 1 atm

p1 ¼ 2 atm

K ¼ 1 V=atm
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Figure 3.15 Pressure transducer time response to a step input for Example 3.8.
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ASSUMPTIONS Second-order system behavior

FIND Rise and settling times; vd

SOLUTION The ringing behavior of the system noted on the trace supports the assumption that

the transducer can be described as having a second-order behavior. From the given information,

E 0ð Þ ¼ Kp 0ð Þ ¼ 1 V

E1 ¼ Kp1 ¼ 2 V

so that the step change observed on the trace should appear as a magnitude of 1 V. The 90% rise time

occurs when the output first achieves a value of 1.9 V. The 90% settling time will occurs when the

output settles between 1.9 < E(t) < 2.1 V. From Figure 3.15, the rise occurs in about 4 ms and the

settling time is about 9 ms. The period of the ringing behavior, Td, is judged to be about 13 ms for an

vd � 485 rad/s.

Simple Periodic Function Input

The response of a second-order system to a simple periodic function input of the form F(t)¼
A sin vt is given by

y tð Þ ¼ yh þ
KAsin vtþF vð Þ½ 	

1 � v=vnð Þ2
h i2

þ 2zv=vn½ 	2
� 
1=2

ð3:19Þ

with frequency-dependent phase shift

F vð Þ ¼ tan�1 � 2zv=vn

1 � v=vnð Þ2

 !
ð3:20Þ

The exact form for yh is found from Equations 3.14a–c and depends on the value of z. The steady

response, the second term on the right side, has the general form

ysteady tð Þ ¼ y t ! 1ð Þ ¼ B vð Þsin vtþF vð Þ½ 	 ð3:21Þ
with amplitude B(v). Comparing Equations 3.19 and 3.21 shows that the amplitude of the steady

response of a second-order system subjected to a sinusoidal input is also dependent on v. So the

amplitude of the output signal is frequency dependent. In general, we can define the magnitude ratio,

M(v), for a second-order system as

M vð Þ ¼ B vð Þ
KA

¼ 1

1 � v=vnð Þ2
h i2

þ 2zv=vn½ 	2
� 
1=2

ð3:22Þ

The magnitude ratio-frequency dependence for a second-order system is plotted in Figure 3.16 for

several values of damping ratio. A corresponding plot of the phase-shift dependency on input

frequency and damping ratio is shown in Figure 3.17. For an ideal measurement system, M(v)

would equal unity and F(v) would equal zero for all values of measured frequency. Instead, M(v)

approaches zero and F(v) approaches �p as v/vn becomes large. Keep in mind that vn is a property

of the measurement system, while v is a property of the input signal.
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System Characteristics

Several tendencies are apparent in Figures 3.16 and 3.17. For a system of zero damping, z¼ 0, M(v)

will approach infinity and F(v) jumps to �p in the vicinity of v¼vn. This behavior is

characteristic of system resonance. Real systems possess some amount of damping, which modifies
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the abruptness and magnitude of resonance, but under-damped systems may still achieve resonance.

This region on Figures 3.16 and 3.17 is called the resonance band of the system, referring to the

range of frequencies over which the system is in resonance. Resonance in under-damped systems

occurs at the resonance frequency,

vR ¼ vn

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 � 2z2

q
ð3:23Þ

The resonance frequency is a property of the measurement system. Resonance is excited by

a periodic input signal frequency. The resonance frequency differs from the ringing frequency of

free oscillation. Resonance behavior results in values of M(v) > 1 and considerable phase shift.

For most applications, operating at frequencies within the resonance band is undesirable,

confusing, and could even be damaging to some delicate sensors. Resonance behavior is

very nonlinear and results in distortion of the signal. On the other hand, systems having z >
0.707 do not resonate.

At small values of v=vn, M(v) remains near unity and F(v) near zero. This means that

information concerning the input signal of frequency v will be passed through to the output signal

with little alteration in the amplitude or phase shift. This region on the frequency response curves is

called the transmission band. The actual extent of the frequency range for near unity gain depends

on the system damping ratio. The transmission band of a system is either specified by its frequency

bandwidth, typically defined for a second-order system as �3 dB � M(v) � 3 dB, or otherwise

specified explicitly. You need to operate within the transmission band of a measurement system to

measure correctly the dynamic content of the input signal.

At large values of v/vn, M(v) approaches zero. In this region, the measurement system

attenuates the amplitude information in the input signal. A large phase shift occurs. This region is

known as the filter band, typically defined as the frequency range over which M(v) � �3 dB. Most

readers are familiar with the use of a filter to remove undesirable features from a desirable product.

When you operate a measurement system within its filter band, the amplitudes of the portion of

dynamic signal corresponding to those frequencies within the filter band will be reduced or

eliminated completely. So you need to match carefully the measurement system characteristics with

the signal being measured.

Example 3.9

Determine the frequency response of a pressure transducer that has a damping ratio of 0.5 and a

ringing frequency (found by a step test) of 1200 Hz.

KNOWN z ¼ 0:5

vd ¼ 2p 1200 Hzð Þ ¼ 7540 rad/s

ASSUMPTIONS Second-order system behaviour

FIND M(v) and F(v)

SOLUTION The frequency response of a measurement system is determined by M(v) and

F(v) as defined in Equations 3.20 and 3.22. Since vd ¼ vn

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1 � z2

p
, the natural frequency of the

pressure transducer is found to be vn¼ 8706 rad/s. The frequency response at selected frequencies is

computed from Equations 3.20 and 3.22:
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v (rad/s) M(v) F(v) [�]

500 1.00 �3.3

2,600 1.04 �18.2

3,500 1.07 �25.6

6,155 1.15 �54.7

7,540 1.11 �73.9

8,706 1.00 �90.0

50,000 0.05 �170.2

COMMENT The resonance behavior in the transducer response peaks at vR¼ 6155 rad/s.

As a rule, resonance effects can be minimized by operating at input frequencies of less than �30%

of the system’s natural frequency. The response of second-order systems can be studied in more

detail using the companion software. Try the Matlab program SecondOrd and LabView program

Second_order.

Example 3.10

An accelerometer is to be selected to measure a time-dependent motion. In particular, input signal

frequencies below 100 Hz are of prime interest. Select a set of acceptable parameter specifications

for the instrument assuming a dynamic error of 
5%.

KNOWN f � 100Hz (i.e., v � 628 rad/s)

ASSUMPTIONS Second-order system

Dynamic error of 
5% acceptable

FIND Select vn and z

SOLUTION To meet a 
5% dynamic error constraint, we want 0.95 � M(v) � 1.05 over the

frequency range 0 � v� 628 rad/s. This solution is open ended in that a number of instruments with

different vn will do the task. So as one solution, let us set z¼ 0.7 and then solve for the required vn

using Equation 3.22:

0:95 � M vð Þ ¼ 1

1 � v=vnð Þ2
h i2

þ 2zv=vn½ 	2
� 
1=2

� 1:05

With v¼ 628 rad/s, these equations give vn� 1047 rad/s. We could plot Equation 3.22 with z¼ 0.7,

as shown in Figure 3.18. In Figure 3.18, we find that 0.95 �M(v) � 1.05 over the frequency range 0

� v/vn � 0.6. Again, this makes vn � 1047 rad/s acceptable. So as one solution, an instrument

having z¼ 0.7 and vn � 1047 rad/s meets the problem constraints.
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3.4 TRANSFER FUNCTIONS

Consider the schematic representation in Figure 3.19. The measurement system operates on the

input signal, F(t), by some function, G(s), so as to indicate the output signal, y(t). This operation can

be explored by taking the Laplace transform of both sides of Equation 3.4, which describes the

general first-order measurement system. One obtains

Y sð Þ ¼ 1

tsþ 1
KF sð Þ þ y0

tsþ 1

where y0¼ y(0). This can be rewritten as

Y sð Þ ¼ G sð ÞKF sð Þ þ G sð ÞQ sð Þ ð3:24Þ
where G(s) is the transfer function of the first-order system given by

G sð Þ ¼ 1

tsþ 1
ð3:25Þ

and Q(s) is the system initial state function. Because it includes KF(s), the first term on the right side

of Equation 3.24 contains the information that describes the steady response of the measurement
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Figure 3.18 Magnitude ratio for second-order system with z = 0.7 for Example 3.10.
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KG(s) Figure 3.19 Operation of the transfer function. Compare with

Figure 3.2.
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system to the input signal. The second term describes its transient response. Included in both terms,

the transfer function G(s) plays a role in the complete time response of the measurement system. As

indicated in Figure 3.19, the transfer function defines the mathematical operation that the

measurement system performs on the input signal F(t) to yield the time response (output signal)

of the system. As a review, Appendix C provides common Laplace transforms with their application

to the solution of ordinary differential equations.

The system frequency response, which has been shown to be given by M(v) and F(v), can be

found by finding the value of G(s) at s¼ iv. This yields the complex number

G s ¼ ivð Þ ¼ G ivð Þ ¼ 1

tivþ 1
¼ M vð ÞeiF vð Þ ð3:26Þ

where G(iv) is a vector on the real–imaginary plane having a magnitude, M(v), and inclined at an

angle, F(v), relative to the real axis as indicated in Figure 3.20. For the first-order system, the

magnitude of G(iv) is simply that given by M(v) from Equation 3.10 and the phase shift angle by

F(v) from Equation 3.9.

For a second-order or higher system, the approach is the same. The governing equation for a

second-order system is defined by Equation 3.13, with initial conditions y(0)¼ y0 and _y 0ð Þ ¼ _y0.

The Laplace transform yields

Y sð Þ ¼ 1

1=v2
n

� �
s2 þ 2z=vnð Þsþ 1

KF sð Þ þ s _y0 þ y0

1=v2
n

� �
s2 þ 2z=vnð Þsþ 1

ð3:27Þ

which can again be represented by

Y sð Þ ¼ G sð ÞKF sð Þ þ G sð ÞQ sð Þ ð3:28Þ
By inspection, the transfer function is given by

G sð Þ ¼ 1

1=v2
n

� �
s2 þ 2z=vnð Þsþ 1

ð3:29Þ

Solving for G(s) at s¼ iv, we obtain for a second-order system

G s ¼ ivð Þ ¼ 1

ivð Þ2=v2
n þ 2ziv=vn þ 1

¼ M vð ÞeiF vð Þ ð3:30Þ

which gives exactly the same magnitude ratio and phase shift relations as given by Equations 3.20

and 3.22.
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Figure 3.20 Complex plane approach to describing

frequency response.
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3.5 PHASE LINEARITY

We can see from Figures 3.16 and 3.17 that systems having a damping ratio near 0.7 possess the broadest

frequency range over whichM(v) will remain at or near unity and that over this same frequency range the

phase shift essentially varies in a linear manner with frequency. Although it is not possible to design a

measurement system without accepting some amount of phase shift, it is desirable to design a system such

that the phase shift varies linearly with frequency. This is because a nonlinear phase shift is accompanied by

a significant distortion in the waveform of the output signal. Distortion refers to a notable change in the

shape of the waveform from the original, as opposed to simply an amplitude alteration or relative phase

shift. To minimize distortion, many measurement systems are designed with 0.6 � z � 0.8.

Signal distortion can be illustrated by considering a particular complex waveform represented

by a general function, u(t):

u tð Þ ¼
X1
n¼1

sin nvt ¼ sin vtþ sin 2vtþ � � � ð3:31Þ

Suppose during a measurement a phase shift of this signal were to occur such that the phase shift

remained linearly proportional to the frequency; that is, the measured signal, v(t), could be

represented by

v tð Þ ¼ sin vt�Fð Þ þ sin 2vt� 2Fð Þ þ � � � ð3:32Þ
Or, by setting

u ¼ vt�Fð Þ ð3:33Þ
we write

v tð Þ ¼ sin uþ sin 2uþ � � � ð3:34Þ
We see that v(t) in Equation 3.22 is equivalent to the original signal, u(t). If the phase shift were not

linearly related to the frequency, this would not be so. This is demonstrated in Example 3.11.

Example 3.11

Consider the effect of the variations in phase shift with frequency on a measured signal by

examination of the signal defined by the function

u tð Þ ¼ sin tþ sin 5t

Suppose this signal is measured in such a way that a phase shift that is linearly proportional to the

frequency occurs in the form

v tð Þ ¼ sin t� 0:35ð Þ þ sin 5t� 5 0:35ð Þ½ 	
Both u(t) and v(t) are plotted in Figure 3.21. We can see that the two waveforms are identical except

that v(t) lags u(t) by some time increment.

Now suppose this signal is measured in such a way that the relation between phase shift and

frequency was nonlinear, such as in the signal output form

w tð Þ ¼ sin t� 0:35ð Þ þ sin 5t� 5ð Þ
The w(t) signal is also plotted in Figure 3.21. It behaves differently from u(t), and this difference is

the signal distortion. In comparison of u(t), v(t), and w(t), it is apparent that distortion is caused by a

nonlinear relation between phase shift and frequency.
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3.6 MULTIPLE-FUNCTION INPUTS

So far we have discussed measurement system response to a signal containing only a single frequency.

What about measurement system response to multiple input frequencies? Or to an input that consists of

both a static and a dynamic part, such as a periodic strain signal from an oscillating beam? When using

models that are linear, such as ordinary differential equations subjected to inputs that are linear in terms

of the dependent variable, the principle of superposition of linear systems applies in the solution of

these equations.The principle of superposition states that a linear combination of input signals applied

to a linear measurement system produces an output signal that is simply the linear addition of the

separate output signals that would result if each input term had been applied separately. Because the

form of the transient response is not affected by the input function, we can focus on the steady

response. In general, we can write that if the forcing function of a form

F tð Þ ¼ A0 þ
X1
k¼1

Ak sinvkt ð3:35Þ

is applied to a system, then the combined steady response will have the form

ysteadyðtÞ ¼ KA0 þ
X1
k¼1

B vkð Þsin vktþF vkð Þ½ 	 ð3:36Þ

where B vkð Þ ¼ KAkM vkð Þ. The development of the superposition principle can be found in basic

texts on dynamic systems (4).

0 1 2

Time delay between
u(t) and v(t)

3 4

S
ig

na
l

–3

–2

–1

0

1

2

3

u(t)

u(t)

v(t)

v(t)

w(t)w(t)

t [s]

Time delay between
u(t) and w(t)

Figure 3.21 Waveforms for Example 3.11.
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Example 3.12

Predict the steady output signal from a second-order instrument having K¼ 1 unit/unit, z¼ 2, and

vn¼ 628 rad/s, which is used to measure the input signal

F tð Þ ¼ 5 þ 10 sin 25tþ 20 sin 400t

KNOWN Second-order system

K¼ 1 unit/unit; z¼ 2.0; vn¼ 628 rad/s

F(t)¼ 5þ 10 sin 25tþ 20 sin 400t

ASSUMPTIONS Linear system (superposition holds)

FIND y(t)

SOLUTION Since F(t) has a form consisting of a linear addition of multiple input functions,

the steady response signal will have the form of Equation 3.33 of ysteady(t)¼KF(t) or

y tð Þ ¼ 5K þ 10KM 25 rad=sð Þsin 25tþF 25 rad=sð Þ½ 	 þ 20KM 400 rad=sð Þsin 400tþF 400 rad=sð Þ½ 	

Using Equations 3.20 and 3.22, or, alternatively, using Figures 3.16 and 3.17, with vn¼ 628 rad/s

and z¼ 2.0, we calculate

M 25 rad=sð Þ ¼ 0:99 F 25 rad=sð Þ ¼ �9:1�

M 400 rad=sð Þ ¼ 0:39 F 400 rad=sð Þ ¼ �77�

So that the steady output signal will have the form

y tð Þ ¼ 5 þ 9:9 sin 25t� 9:1�ð Þ þ 7:8 sin 400t� 77�ð Þ
The output signal is plotted against the input signal in Figure 3.22. The amplitude spectra for both

the input signal and the output signal are shown in Figure 3.23. Spectra can also be generated by

using the accompanying software programs FunSpect and DataSpect.
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COMMENT The magnitude of average value and amplitude of the 25 rad/s component of the

input signal are passed along to the output signal without much loss. However, the amplitude of the

400-rad/s component is severely reduced (down 61%). This is a filtering effect due to the

measurement system frequency response.

3.7 COUPLED SYSTEMS

As instruments in each stage of a measurement system are connected (transducer, signal conditioner,

output device, etc.), the output from one stage becomes the input to the next stage to which it is

connected, and so forth. The overall measurement system will have a coupled output response to the

original input signal that is a combination of each individual response to the input. However, the

system concepts of zero-, first-, and second-order systems studied previously can still be used for a

case-by-case study of the coupled measurement system.

This concept is easily illustrated by considering a first-order sensor that may be connected to a

second-order output device (for example, a temperature sensor–transducer connected to a recorder).

Suppose the input to the sensor is a simple periodic waveform, F1(t)¼A sin vt. The transducer

responds with an output signal of the form of Equation 3.8:

yt tð Þ ¼ Ce�t=t þ KtAffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 þ vtð Þ2

q sin vtþFtð Þ

Ft ¼ �tan�1vt

ð3:37Þ

where the subscript t refers to the transducer. However, the transducer output signal now becomes

the input signal, F2(t)¼ yt, to the second-order recorder device. The output from the second-order
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Figure 3.23 Amplitude spectrum of Example 3.12.
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device, ys(t), will be a second-order response appropriate for input F2(t),

ys tð Þ ¼ yh tð Þ þ KtKs Asin vtþFt þFs½ 	

1 þ vtð Þ2
h i1=2

1 � v=vnð Þ2
h i2

þ 2zv=vn½ 	2
� 
1=2

Fs ¼ �tan�1 2zv=vn

1 � v=vnð Þ2

ð3:38Þ

where subscript s refers to the chart recorder and yh(t) is the transient response. The output signal

displayed on the recorder, ys(t), is the measurement system response to the original input signal to

the transducer, F1(t)¼A sin vt. The steady amplitude of the recorder output signal is the product

of the static sensitivities and magnitude ratios of the first- and second-order systems. The phase shift

is the sum of the phase shifts of the two systems.

Based on the concept behind Equation 3.38 we can make a general observation. Consider the

schematic representation in Figure 3.24, which depicts a measurement system consisting of H

interconnected devices, j¼ 1, 2, . . . , H, each device described by a linear system model. The

overall transfer function of the combined system, G(s), is the product of the transfer functions of

each of the individual devices, Gj(s), such that

KG sð Þ ¼ K1G1 sð ÞK2G2 sð Þ . . .KHGH sð Þ ð3:39Þ
At s¼ iv, Equation 3.37 becomes

KG ivð Þ ¼ K1K2 . . .KHð Þ � M1 vð ÞM2 vð Þ . . .MH vð Þ½ 	ei F1 vð ÞþF2 vð Þþ���þFH vð Þ½ 	 ð3:40Þ
According to Equation 3.40, given an input signal to device 1, the system steady output signal at

device H will be described by the system frequency response G ivð Þ ¼ M vð ÞeiF vð Þ, with an overall

system static sensitivity described by

K ¼ K1K2 . . .KH ð3:41Þ

K1G1(s)
F(t)

K2G2(s)
y1(t) y2(t)

y1(0), ...

KG(s) = K1G1(s) K2G2(s) ... KHGH(s)
F(t) y(t)

y(0), ...

y2(0), ...

KjGj(s)
y1(t)

yj(0), ...

KHGH(s)
y(t)

yH(0), ...

(a) H-coupled transfer functions

(b) Equivalent system transfer function

Figure 3.24 Coupled systems: describing the system transfer function.
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The overall system magnitude ratio is the product

M vð Þ ¼ M1 vð ÞM2 vð Þ . . .MH vð Þ ð3:42Þ
and the overall system phase shift is the sum

F vð Þ ¼ F1 vð Þ þF2 vð Þ þ � � � þFH vð Þ ð3:43Þ
This holds true provided that significant loading effects do not exist, a situation discussed in

Chapter 6.

3.8 SUMMARY

Just how a measurement system responds to a time-dependent input signal depends on the properties of

the signal and the frequency response of the system. Modeling has enabled us to develop and to illustrate

these concepts. Those system design parameters that affect system response are exposed through

modeling, which assists in instrument selection. Modeling has also suggested the methods by which

measurement system specifications such as time constant, response time, frequency response, damping

ratio, and resonance frequency can be determined both analytically and experimentally. Interpretation of

these system properties and their effect on system performance was determined.

The rate of response of a system to a change in input is estimated by use of the step function

input. The system parameters of time constant, for first-order systems, and natural frequency and

damping ratio, for second-order systems, are used as indicators of system response rate. The

magnitude ratio and phase shift define the frequency response of any system and are found by an

input of a periodic waveform to a system. Figures 3.12, 3.13, 3.16, and 3.17 are universal frequency

response curves for first- and second-order systems. These curves can be found in most engineering

and mathematical handbooks and can be applied to any first- or second-order system, as appropriate.
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NOMENCLATURE

a0; a1; . . . ; an physical coefficients

b0; b1; . . . ; bm physical coefficients

c damping coefficient ðm t�1Þ
f cyclical frequency f ¼ v=2pð Þ

(Hz)

k spring constant or stiffness ðm t�2Þ

m mass (m)

p(t) pressure ðm l�1 t�2Þ
t time (t)

x(t) independent variable

y(t) dependent variable

yn nth time derivative of y(t)
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yn(0) initial condition of yn

A input signal amplitude

B(v) output signal amplitude

C constant

E(t) voltage (V) or energy

F force ðm l t�2Þ
F(t) forcing function

G(s) transfer function

K static sensitivity

M(v) magnitude ratio, B/KA

T(t) temperature (�)

Td ringing period (t)

U(t) unit step function

b1 time lag (t)

d(v) dynamic error

t time constant (t)

F(v) phase shift

v circular frequency (t�1)

vn natural frequency magnitude(t�1)

vd ringing frequency (t�1)

vR resonance frequency (t�1)

z damping ratio

G error fraction

Subscripts

0 initial value

1 final or steady value

h homogeneous solution

PROBLEMS

Note: Although not required, the companion software can be used for solving many of these problems.

We encourage the reader to explore the software provided.

3.1 A mass measurement system has a static sensitivity of 2 V/kg. An input range of 1 to 10 kg needs to

be measured. A voltmeter is used to display the measurement. What range of voltmeter is needed.

What would be the significance of changing the static sensitivity?

3.2 Determine the 75%, 90%, and 95% response time for each of the systems given (assume zero initial

conditions):

a. 0:4 _T þ T ¼ 4U tð Þ
b. €y þ 2 _yþ 4y ¼ U tð Þ
c. 2 €P þ 8 _Pþ 8P ¼ 2U tð Þ
d. 5 _yþ 5y ¼ U tð Þ

3.3 A special sensor is designed to sense the percent vapor present in a liquid–vapor mixture. If during a

static calibration the sensor indicates 80 units when in contact with 100% liquid, 0 units with 100%

vapor, and 40 units with a 50:50% mixture, determine the static sensitivity of the sensor.

3.4 A measurement system can be modeled by the equation

0:5 _yþ y ¼ F tð Þ
Initially, the output signal is steady at 75 volts. The input signal is then suddenly increased to

100 volts.

a. Determine the response equation.

b. On the same graph, plot both the input signal and the system time response from t¼ 0 s through

steady response.
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3.5 Suppose a thermometer similar to that in Example 3.3 is known to have a time constant of 30 s in a

particular application. Plot its time response to a step change from 32� to 120�F. Determine its 90%

rise time.

3.6 Referring back to Example 3.3, a student establishes the time constant of a temperature sensor by first

holding it immersed in hot water and then suddenly removing it and holding it immersed in cold

water. Several other students perform the same test with similar sensors. Overall, their results are

inconsistent, with estimated time constants differing by as much as a factor of 1.2. Offer suggestions

as to why this might happen. Hint: Try this yourself and think about control of test conditions.

3.7 A thermocouple, which responds as a first-order instrument, has a time constant of 20 ms. Determine

its 90% rise time.

3.8 During a step function calibration, a first-order instrument is exposed to a step change of 100 units. If

after 1.2 s the instrument indicates 80 units, estimate the instrument time constant. Estimate the error

in the indicated value after 1.5 s. y(0)¼ 0 units; K¼ 1 unit/unit.

3.9 Estimate any dynamic error that could result from measuring a 2-Hz periodic waveform using a first-

order system having a time constant of 0.7 s.

3.10 A signal expected to be of the form F(t)¼ 10 sin 15.7t is to be measured with a first-order instrument

having a time constant of 50 ms. Write the expected indicated steady response output signal. Is this

instrument a good choice for this measurement? What is the expected time lag between input and

output signal? Plot the output amplitude spectrum; y(0)¼ 0 and K¼ 1V/V.

3.11 A first-order instrument with a time constant of 2 s is to be used to measure a periodic input. If a

dynamic error of 
2% can be tolerated, determine the maximum frequency of periodic input that can

be measured. What is the associated time lag (in seconds) at this frequency?

3.12 Determine the frequency response [M(v) and f(v)] for an instrument having a time constant of

10 ms. Estimate the instrument’s usable frequency range to keep its dynamic error within 10%.

3.13 A temperature measuring device with a time constant of 0.15 s outputs a voltage that is linearly

proportional to temperature. The device is used to measure an input signal of the form T(t) ¼
115þ 12 sin 2t �C. Plot the input signal and the predicted output signal with time assuming first-

order behavior and a static sensitivity of 5 mV/�C. Determine the dynamic error and time lag in the

steady response. T(0)¼ 115�C.

3.14 A first-order sensor is to be installed into a reactor vessel to monitor temperature. If a sudden rise in

temperature greater than 100�C should occur, shutdown of the reactor will need to begin within

5 s after reaching 100�C. Determine the maximum allowable time constant for the sensor.

3.15 A single-loop LR circuit having a resistance of 1 MV is to be used as a low-pass filter between an

input signal and a voltage measurement device. To attenuate undesirable frequencies above 1000 Hz

by at least 50%, select a suitable inductor size. The time constant for this circuit is given by L /R.

3.16 A measuring system has a natural frequency of 0.5 rad/s, a damping ratio of 0.5, and a static

sensitivity of 0.5 m/V. Estimate its 90% rise time and settling time if F(t)¼ 2 U(t) and the initial

condition is zero. Plot the response y(t) and indicate its transient and steady responses.

3.17 Plot the frequency response, based on Equations 3.20 and 3.22, for an instrument having a damping

ratio of 0.6. Determine the frequency range over which the dynamic error remains within 5%. Repeat

for a damping ratio of 0.9 and 2.0.

3.18 The output from a temperature system indicates a steady, time-varying signal having an amplitude

that varies between 30� and 40�C with a single frequency of 10 Hz. Express the output signal as a
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waveform equation, y(t). If the dynamic error is to be less than 1%, what must be the system’s time

constant?

3.19 A cantilever beam instrumented with strain gauges is used as a force scale. A step-test on the beam

provides a measured damped oscillatory signal with time. If the signal behavior is second order, show

how a data-reduction design plan could use the information in this signal to determine the natural

frequency and damping ratio of the cantilever beam. (Hint: Consider the shape of the decay of the

peak values in the oscillation.)

3.20 A step test of a transducer brings on a damped oscillation decaying to a steady value. If the period of

oscillation is 0.577 ms, what is the transducer ringing frequency?

3.21 An input signal oscillates sinusoidally between 12 and 24 V with a frequency of 120 Hz. It is

measured with an instrument with damping ratio of 0.7, ringing frequency of 1000 Hz, and static

sensitivity of 1 V/V. Determine and plot the output signal amplitude spectrum at steady response.

3.22 An application demands that a sinusoidal pressure variation of 250 Hz be measured with no more

than 2% dynamic error. In selecting a suitable pressure transducer from a vendor catalog, you

note that a desirable line of transducers has a fixed natural frequency of 600 Hz but that you have a

choice of transducer damping ratios of between 0.5 and 1.5 in. increments of 0.05. Select a suitable

transducer.

3.23 A DVD/CD player is to be isolated from room vibrations by placing it on an isolation pad. The

isolation pad can be considered as a board of mass m, a foam mat of stiffness k, and with a damping

coefficient c. For expected vibrations in the frequency range of between 2 and 40 Hz, select

reasonable values for m, k, and c such that the room vibrations are attenuated by at least 50%.

Assume that the only degree of freedom is in the vertical direction.

3.24 A single-loop RCL electrical circuit can be modeled as a second-order system in terms of current.

Show that the differential equation for such a circuit subjected to a forcing function potential E(t) is

given by

L
d2I

dt2
þ R

dI

dt
þ I

C
¼ E tð Þ

Determine the natural frequency and damping ratio for this system. For a forcing potential,

E(t)¼ 1þ 0.5 sin 2000t V, determine the system steady response when L¼ 2 H, C¼ 1 mF, and

R¼ 10,000 V. Plot the steady output signal and input signal versus time. I 0ð Þ ¼ _I 0ð Þ ¼ 0.

3.25 A transducer that behaves as a second-order instrument has a damping ratio of 0.7 and a natural

frequency of 1000 Hz. It is to be used to measure a signal containing frequencies as large as 750 Hz.

If a dynamic error of 
10% can be tolerated, show whether or not this transducer is a good choice.

3.26 A strain-gauge measurement system is mounted on an airplane wing to measure wing oscillation and

strain during wind gusts. The strain system has a 90% rise time of 100 ms, a ringing frequency of

1200 Hz, and a damping ratio of 0.8. Estimate the dynamic error in measuring a 1-Hz oscillation.

Also, estimate any time lag. Explain in words the meaning of this information.

3.27 An instrument having a resonance frequency of 1414 rad/s with a damping ratio of 0.5 is used to

measure a signal of �6000 Hz. Estimate the expected dynamic error and phase shift.

3.28 Select one set of appropriate values for damping ratio and natural frequency for a second-order

instrument used to measure frequencies up to 100 rad/s with no more than 
10% dynamic error.

A catalog offers models with damping ratios of 0.4, 1, and 2 and natural frequencies of 200 and

500 rad/s. Explain your reasoning.
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3.29 A first-order measurement system with time constant of 25 ms and K¼ 1 V/N measures a signal of

the form F(t)¼ sin 2ptþ 0.8 sin 6pt N. Determine the steady response (steady output signal) from

the system. Plot the output signal amplitude spectrum. Discuss the transfer of information from the

input to the output. Can the input signal be resolved based on the output?

3.30 Demonstrate for the second-order system (vn¼ 100 rad/s, z¼ 0.4) subjected to step function

input, U(t), that the damping ratio can be found from the logarithmic amplitude decay whether

y(0) ¼ 0 with F(t) ¼KAU(t) or y(0) ¼KA with F(t) ¼�KAU(t). Use K¼ 1 mV/mV and

A¼ 600 mV. Do this by solving for the expected time response and from this response

determine the successive peak amplitudes to extract the values for the damping ratio and

natural frequency.

3.31 A force transducer having a damping ratio of 0.5 and a natural frequency of 4000 Hz is available for

use to measure a periodic signal of 2000 Hz. Show whether or not the transducer passes a 
10%

dynamic error constraint. Estimate its resonance frequency.

3.32 An accelerometer, whose frequency response is defined by Equations 3.20 and 3.22, has a

damping ratio of 0.4 and a natural frequency of 18,000 Hz. It is used to sense the relative

displacement of a beam to which it is attached. If an impact to the beam imparts a vibration at

4500 Hz, estimate the dynamic error and phase shift in the accelerometer output. Estimate its

resonance frequency.

3.33 Derive the equation form for the magnitude ratio and phase shift of the seismic accelerometer of

Example 3.1. Does its frequency response differ from that predicted by Equations 3.20 and 3.22? For

what type of measurement would you suppose this instrument would be best suited?

3.34 Suppose the pressure transducer of Example 3.9 had a damping ratio of 0.6. Plot its frequency

response M(v) and f(v). At which frequency is M(v) a maximum?

3.35 A pressure transducer is attached to a stiff-walled catheter. The catheter is filled with saline from a

small balloon attached at its tip. The initial system pressure is 50 mm Hg. At t¼ 0 s, the balloon is

popped, forcing a step function change in pressure from 50 to 0 mm Hg. The time-based signal is

recorded and the ringing period determined to be 0.03 s. Find the natural frequency and damping

ratio attributed to the pressure-catheter system; K¼ 1 mV/mm Hg.

3.36 The output stage of a first-order transducer is to be connected to a second-order display stage device.

The transducer has a known time constant of 1.4 ms and static sensitivity of 2 V/�C while the display

device has values of sensitivity, damping ratio, and natural frequency of 1 V/V, 0.9, and 5000 Hz,

respectively. Determine the steady response of this measurement system to an input signal of the

form, T(t) ¼ 10þ 50 sin 628t �C.

3.37 The displacement of a solid body is to be monitored by a transducer (second-order system) with

signal output displayed on a recorder (second-order system). The displacement is expected to vary

sinusoidally between 2 and 5 mm at a rate of 85 Hz. Select appropriate design specifications for the

measurement system for no more than 5% dynamic error (i.e., specify an acceptable range for natural

frequency and damping ratio for each device).

3.38 The input signal

F tð Þ ¼ 2 þ sin 15:7tþ sin 160t N

is applied to a force measurement system. The system has a known vn¼ 100 rad/s, z¼ 0.4, and

K¼ 1 V/N. Write the expected form of the steady output signal in volts. Plot the resulting amplitude

spectrum.
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3.39 A signal suspected to be of the nominal form

y tð Þ ¼ 5 sin1000t mV

is input to a first-order instrument having a time constant of 100 ms and K¼ 1 V/V. It is then to be

passed through a second-order amplifier having a K¼ 100 V/V, a natural frequency of 15,000 Hz,

and a damping ratio of 0.8. What is the expected form of the output signal, y(t)? Estimate the

dynamic error and phase lag in the output. Is this system a good choice here? If not, do you have any

suggestions?

3.40 A typical modern DC audio amplifier has a frequency bandwidth of 0 to 20,000 Hz 
 1 dB. Explain

the meaning of this specification and its relation to music reproduction.

3.41 The displacement of a rail vehicle chassis as it rolls down a track is measured using a transducer

(K¼ 10 mV/mm, vn¼ 10 000 rad/s, z¼ 0.6) and a recorder (K¼ 1 mm/mV, vn¼ 700 rad/s, z¼ 0.7).

The resulting amplitude spectrum of the output signal consists of a spike of 90 mm at 2 Hz and a

spike of 50 mm at 40 Hz. Are the measurement system specifications suitable for the displacement

signal? (If not, suggest changes.) Estimate the actual displacement of the chassis. State any

assumptions.

3.42 The amplitude spectrum of the time-varying displacement signal from a vibrating U-shaped tube is

expected to have a spike at 85, 147, 220, and 452 Hz. Each spike is related to an important vibrational

mode of the tube. Displacement transducers available for this application have a range of natural

frequencies from 500 to 1000 Hz, with a fixed damping ratio of about 0.5. The transducer output is to

be monitored on a spectrum analyzer that has a frequency bandwidth extending from 0.1 Hz to 250

kHz. Within the stated range of availability, select a suitable transducer for this measurement from

the given range.

3.43 A sensor mounted to a cantilever beam indicates beam motion with time. When the beam is deflected

and released (step test), the sensor signal indicates that the beam oscillates as an underdamped

second-order system with a ringing frequency of 10 rad/s. The maximum displacement amplitudes

are measured at three different times corresponding to the 1st, 16th, and 32nd cycles and found to be

17, 9, and 5 mV, respectively. Estimate the damping ratio and natural frequency of the beam based on

this measured signal, K¼ 1 mm/mV.

3.44 Write a short essay on how system properties of static sensitivity, natural frequency, and damping

ratio affect the output information from a measurement system. Be sure to discuss the relative

importance of the transient and steady aspects of the resulting signal.

3.45 Burgess (5) reports that the damping ratio can be approximated from the system response to an

impulse test by counting the number of cycles, n, required for the ringing amplitudes to fall to within

1% of steady state by z ¼ 4:6=2pnð Þ. The estimate is further improved if n is a noninteger.

Investigate the quality of this estimate for a second-order system subjected instead to a step function

input. Discuss your findings.

3.46 The starting transient of a DC motor can be modeled as an RL circuit, with the resistor and inductor in

series (Figure 3.25). Let R¼ 4V, L¼ 0.1 H, and Ei¼ 50 V with t(0)¼ 0. Find the current draw with

time for t > 0þ.

3.47 A camera flash light is driven by the energy stored in a capacitor. Suppose the flash operates off a 6-V

battery. Determine the time required for the capacitor stored voltage to reach 90% of its maximum

energy ð¼ 1
2
CE2

BÞ. Model this as an RC circuit (Fig. 3.26). For the flash: C¼ 1000 mF, R¼ 1 kV, and

Ec(0)¼ 0.
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3.48 Run program Temperature Response. The program allows the user to vary time constant t and signal

amplitude. To impose a step change move the input value up/down. Discuss the effect of time

constant on the time required to achieve a steady signal following a new step change.

3.49 A lumped parameter model of the human systemic circulation includes the systemic vascular

resistance and systemic vascular compliance. Compliance is the inverse of mechanical stiffness and

is estimated by C ¼ D8=Dp, that is, the compliance is related to the pressure change required to

accommodate a volume change. The typical stroke volume of each heart beat might eject 80 mL of

blood into the artery during which the end-diastolic pressure of 80 mm Hg rises to a peak systolic

pressure of 120 mm Hg. Similarly, the resistance to the 6 L/min of blood flow requires an average

pressure over the pulse cycle of about 100 mm Hg to drive it. Estimate values for the systemic

vascular compliance and resistance. Incidentally, these relations are similarly used in describing the

physical properties of pressure measuring systems.

t = 0

Ei
I L

R

Figure 3.25 Figure for Problem 3.46.

t = 0

EB

Ec

Rflash

Cflash

Figure 3.26 Figure for Problem 3.47.
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Chapter 4

Probability and Statistics

4.1 INTRODUCTION

Suppose we had a large box containing a population of thousands of similar-sized round bearings. To

get an idea of the size of the bearings, we might measure two dozen from these thousands. The

resulting samples of diameter values form a data set, which we then use to imply something about

the entire population of the bearings in the box, such as average size and size variation. But how

close are these values taken from our small data set to the actual average size and variation of all the

bearings in the box? If we selected a different two dozen bearings, should we expect the size values

to be exactly the same? These are questions that surround most engineering measurements. We

make some measurements that we then use to try to answer questions. What is the mean value of the

variable based on a finite number of measurements and how well does this value represent the entire

population? Do the variations found ensure that we can meet tolerances for the population as a

whole? How good are these results? These questions have answers in probability and statistics.

For a given set of measurements, we want to be able to quantify (1) a single representative value

that best characterizes the average of the measured data set; (2) a representative value that provides a

measure of the variation in the measured data set; and (3) how well the average of the data set

represents the true average value of the entire population of the measured variable. The value of item

(1) can vary with repeated data sets and so the difference between it and the true average value of the

population is a type of random error. Item (3) requires establishing an interval within which the true

average value of the population is expected to lie. This interval quantifies the probable range of this

random error and it is called a random uncertainty.

This chapter presents an introduction to the concepts of probability and statistics at a level

sufficient to provide information for a large class of engineering judgments. Such material allows for

the reduction of raw data into results.

Upon completion of this chapter, the reader will be able to

� quantify the statistical characteristics of a data set as it relates to the population of the

measured variable,

� explain and use probability density functions to describe the behavior of variables,

� create meaningful histograms of measured data,

� quantify a confidence interval about the measured mean value at a given probability,

� perform regression analysis on a data set and quantify the confidence intervals for the

parameters of the resulting curve fit or response surface,
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� identify outliers in a data set,

� specify the number of measurements required to achieve a desired confidence interval, and

� execute a Monte Carlo simulation that predicts the behavior expected in a result due to

variations in the variables involved in computing that result.

4.2 STATISTICAL MEASUREMENT THEORY

Sampling refers to obtaining a set of data through repeated measurements of a variable under fixed

operating conditions. This variable is known as the measured variable or, in statistical terms, the

measurand. By fixed operating conditions, we mean that the external conditions that control the

process are held at constant values. In actual engineering practice, truly fixed conditions are difficult

to attain and the term ‘‘fixed operating conditions’’ is used in a nominal sense. That is, we consider

the process conditions to be maintained as closely as possible and deviations from these conditions

will show up in the data set variations.

This chapter considers the effects of random errors and how to quantify them. Recall that random

errors are manifested through data scatter and by the statistical limitations of a finite sampling to

predict the behavior of a population. For now, we will assume that any systematic errors in the

measurement are negligible.1 Recall from Chapter 1 that this is the case where the average error in a

data set is zero. We begin by considering the following measurement problem: estimate the true value,

x0, based on the information derived from the repeated measurement of variable x. In the absence of

systematic error, the true value ofx is the meanvalue of all possiblevalues ofx. This is thevalue that we

want to estimate from the measurement. A sampling of the variablex under controlled, fixed operating

conditions renders a finite number of data points. We use these limited data to infer x0 based on the

calculated sample mean value, x. We can imagine that if the number of data points, N, is very small,

then the estimation of x0 from the data set could be heavily influenced by the value of any one data

point. If the data set were larger, then the influence of any one data point would be offset by the larger

influence of the other data. As N ! 1 or towards the total number in the population, all the possible

variations in x become included in the data set. From a practical view, finite-sized data sets are

common, in which case the measured data can provide only an estimate of the true value.

From a statistical analysis of the data set and an analysis of sources of error that influence these

data, we can estimate x0 as

x0 ¼ x � ux ðP%Þ ð4:1Þ
where x represents the most probable estimate of x0 based on the available data and �ux represents

the uncertainty interval in that estimate at some probability level, P%. Uncertainties are numbers

that quantify the possible range of the effects of errors. The uncertainty interval is the range about x

within which we expect x0 to lie. It combines the uncertainty estimates of the random error and of

systematic error in the measurement of x.2 This chapter discusses ways to estimate the uncertainty

due to the effects of random error, called the random uncertainty. Chapter 5 discusses systematic

errors and how to find the uncertainty interval by combining the uncertainties of both random and

systematic errors.

1 Systematic error does not vary with repeated measurements and so does not affect the statistics of a measurement.

Systematic errors are discussed in Chapter 5.
2 Statistics texts that entirely ignore systematic error refer to this uncertainty interval as a ‘‘confidence interval.’’
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Probability Density Functions

Random scatter of the measured data occurs regardless of the care taken to obtain the set from

independent measurements under identical conditions. As such, the measured variable behaves as a

random variable. A continuous random variable is one that is continuous in time or space, such as

the value of a motor’s speed. A discrete random variable is one that is composed of discrete values,

such as the values of the diameters of the bearings mentioned in Section 4.1. During repeated

measurements of a variable, each data point may tend to assume one preferred value or lie within

some interval about this value more often than not, when all the data are compared. This tendency

toward one central value about which all the other values are scattered is known as a central

tendency of a random variable.3 Probability deals with the concept that certain values of a variable

may be measured more frequently relative to other values.

The central value and those values scattered about it can be determined from the probability

density of the measured variable. The frequency with which the measured variable assumes a

particular value or interval of values is described by its probability density. Consider a sample of x

shown in Table 4.1, which consists of N individual measurements, xi, where i ¼ 2, . . . , N, each

measurement taken at random but under identical test operating conditions. The measured values of

this variable are plotted as data points along a single axis as shown in Figure 4.1.

In Figure 4.1, there exists a region on the axis where the data points tend to clump; this region

contains the central value. Such behavior is typical of most engineering variables. We might expect

that the true mean value of x is contained somewhere in this clump.

This description for variable x can be extended. Suppose we plot the data of Table 4.1 in a

different way. The abscissa will be divided between the maximum and minimum measured values

Table 4.1 Sample of Random Variable x

i xi i xi

1 0.98 11 1.02

2 1.07 12 1.26

3 0.86 13 1.08

4 1.16 14 1.02

5 0.96 15 0.94

6 0.68 16 1.11

7 1.34 17 0.99

8 1.04 18 0.78

9 1.21 19 1.06

10 0.86 20 0.96

x1.451.351.251.151.050.950.850.750.65

Figure 4.1 Concept of density in reference to a measured variable (from Ex. 4.1).

3 Not all random variables display a central tendency; the value in a fair roll of a die, for example, would show values from 1

through 6, each with an equal frequency of 1/6. But the fair roll of two dice will show a central tendency to the combined

value of 7. Try it!
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of x into K small intervals. Let the number of times, nj, that a measured value assumes a value

within an interval defined by x� dx� x� xþ dx be plotted on the ordinate. The resulting plot of

nj versus x is called a histogram of the variable (1). The histogram is just another way of viewing

both the tendency and the probability density of a variable. The ordinate can be nondimension-

alized as fj¼ nj /N, converting the histogram into a frequency distribution. For small N, the interval

number K should be conveniently chosen with a good rule that nj � 5 for at least one interval. A

correlation for an estimate for the number of intervals K is derived from the suggestions in Bendat

and Piersol (2) as

K ¼ 1:87ðN � 1Þ0:40 þ 1 ð4:2Þ

As N becomes very large, a value of K � N1/2 works reasonably well (1, 2). The concept of the

histogram is illustrated in Example 4.1.

Example 4.1

Construct a histogram and frequency distribution for the data in Table 4.1.

KNOWN Data of Table 4.1

N ¼ 20

ASSUMPTIONS Fixed operating conditions

FIND Histogram and frequency distribution

SOLUTION To develop the histogram, compute a reasonable number of intervals for this data

set. For N ¼ 20, a convenient estimate of K is found from Equation 4.2 to be

K ¼ 1:87ðN � 1Þ0:40 þ 1 ¼ 7

Next, determine the maximum and minimum values of the data set and divide this range into K

intervals. For a minimum of 0.68 and a maximum of 1.34, a value of dx ¼ 0.05 is chosen. The

intervals are as follows:

j Interval nj fj ¼ nj / N

1 0.65 � xi < 0.75 1 0.05

2 0.75 � xi < 0.85 1 0.05

3 0.85 � xi < 0.95 3 0.15

4 0.95 � xi < 1.05 7 0.35

5 1.05 � xi < 1.15 4 0.20

6 1.15 � xi < 1.25 2 0.10

7 1.25 � xi < 1.35 2 0.10

The results are plotted in Figure 4.2. The plot displays a definite central tendency seen as the

maximum frequency of occurrence falling within the interval 0.95 to 1.05.
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COMMENT The total number of measurements,N, equals the sum of the number of occurrences,

N ¼
XK
j¼1

nj

The area under the percent frequency distribution curve equals 100%; that is,

100 �
XK
j¼1

f j ¼ 100%

Probability-density.vi and Running-histogram.vi demonstrate the influence of population size and

interval numbers on the histogram.

As N!1, the probability density function, p(x), of the population of variable x is developed.

In the limit as dx ! 0

p xð Þ ¼ lim
dx!0

nj

N 2dxð Þ ð4:3Þ
The probability density function defines the probability that a measured variable might assume a

particular value upon any individual measurement. It also provides the central tendency of the

variable and its variation. This central tendency is the desired representative value that gives the best

estimate of the true mean value.

The actual shape that the probability density function takes depends on the nature of the variable

it represents and the circumstances surrounding the process in which the variable is involved. There are

a number of standard distribution shapes that suggest how a variable could be distributed on

the probability density plot. The specific values of the variable and the width of the distribution depend

on the actual process, but the overall shape of the plot will most likely fit some standard distribution.

A number of standard distributions that engineering data are likely to follow along with specific

comments regarding the types ofprocesses fromwhich these are likely to befound aregiven in Table4.2.

Often, experimentally determined histograms are used to identify which standard distribution the
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measured variable tends to follow. In turn, the standard distribution is used to interpret the data. Of

course, the list in Table 4.2 is not inclusive, and the reader is referred to more complete treatments of this

subject (3–5).

Regardless of its probability density form, a variable that shows a central tendency can be

described and quantified through its mean value and variance. In the absence of systematic errors,

the true mean value or central tendency of a random variable, x(t), which is continuous in either

time or space, and having a probability density function p(x), is given by

x0 ¼ lim
T!1

1

T

Z T

0

xðtÞdt ð4:4aÞ

which for any continuous random variable x is equivalent to

x0 ¼
Z 1

�1
xpðxÞdx ð4:4bÞ

If the measured variable is described by discrete data, the mean value of measured variable, xi,

where i ¼ 1, 2, . . . , N, is given by

x0 ¼ lim
N!1

1

N

XN
i¼1

xi ð4:5Þ

Physically, the width of the density function reflects the data variation. For a continuous random

variable, the true variance is given by

s2 ¼ lim
T!1

1

T

Z T

0

xðtÞ � x0½ 	2dt ð4:6aÞ

which is equivalent to

s2 ¼
Z 1

�1
x� x0ð Þ2

pðxÞdx ð4:6bÞ

or for discrete data, the variance is given by

s2 ¼ lim
N!1

1

N

XN
i¼1

xi � x0ð Þ2 ð4:7Þ

The standard deviation, s, a commonly used statistical parameter, is defined as the square root of

the variance, that is s ¼
ffiffiffiffiffi
s2

p
.

The fundamental difficulty in using Equations 4.3 to 4.7 is that we assume a knowledge of the

values of the entire population of the variable. But what if the data-set represents only a finite portion

of that population? Do these relations change? Real data-set sizes may range from a single value to a

large finite number. The next section discusses the behavior of infinite data sets (entire populations)

and introduces the connection between probability and statistics. After that, we will turn our

attention to the practical statistical treatment of finite data sets.

4.3 DESCRIBING THE BEHAVIOR OF A POPULATION

This section discusses the relation between probability and statistics. To do this, we assume a

particular distribution for p(x) to characterize the behavior of the population of x. Table 4.2 lists a

few of the many distributions we could use, but to develop our relations we will use the normal
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(or gaussian) distribution.4 Much of the existing theory of statistics was developed using this

distribution. It is particularly suited to describing the behavior of the continuous random variables

common to engineering measurements. The normal distribution predicts that the scatter seen in a

measured data set will be distributed symmetrically about some central tendency. Its shape is the

familiar bell curve, as seen in Table 4.2.

The probability density function for a random variable, x, having a normal distribution is

defined as

p xð Þ ¼ 1

s
ffiffiffiffiffiffi
2p

p exp � 1

2

x� x
0� �2

s2

" #
ð4:8Þ

where x0 is defined as the true mean value of x and s2 as the true variance of x. Hence, p(x) depends

on the specific values for x0 and s2. A maximum in p(x) occurs at x ¼ x0, the true mean value. This

indicates that in the absence of systematic error the central tendency of a random variable having a

normal distribution is toward its true mean value. The variance reflects the width or range of

variation of p(x).

Given p(x), how can we predict the probability that any future measurement will fall within

some stated interval of x values? The probability that x will assume a value within the interval x0 �
dx is given by the area under p(x), which is found by integrating over the interval. Thus, this

probability is given by

P x0 � dx � x � x0 þ dxð Þ ¼
Z x0þdx

x 0�dx

pðxÞdx ð4:9Þ

Integrating Equation 4.9 is easier using the following transformations. Begin by defining the terms

b ¼ (x � x0)/s, as the standardized normal variate for any value x, and z1 ¼ (x1 � x0)/s, as the z

variable, which, specifies an interval on p(x). It follows that

dx ¼ sdb ð4:10Þ
so that Equation 4.9 can be written as

P �z1 � b � z1ð Þ ¼ 1ffiffiffiffiffiffi
2p

p
Z z1

�z1

e�b2=2db ð4:11Þ

Since for a normal distribution, p(x) is symmetrical about x0, we can write

1ffiffiffiffiffiffi
2p

p
Z z1

�z1

e�b2=2db ¼ 2 � 1ffiffiffiffiffiffi
2p

p
Z z1

0

e�b2=2db

� �
ð4:12Þ

The value in brackets in Equation 4.12 is the normal error function. The value Pðz1Þ ¼
1ffiffiffiffi
2p

p
R z1

0
e�b2=2db is tabulated in Table 4.3 for the interval defined by z1 shown in Figure 4.3.

The integral is one-sided (that is, it is evaluated from 0 to z1), so the normal error function provides

one-half of the probability expressed in Equation 4.11.

It should now be clear that the statistical terms defined by Equations 4.4 to 4.7 are actually

statements associated with probability. The area under the portion of the probability density function

4 This distribution was independently suggested in the 18th century by Gauss, LaPlace, and DeMoivre. However, Gauss

retains the eponymous honor.
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Table 4.3 Probability Values for Normal Error Function: One-Sided Integral Solutions for pðz1Þ ¼ 1

2pð Þ1=2

R z1

0
e�b2=2db

z1 ¼ x1 � x0

s

0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09

0.0 0.0000 0.0040 0.0080 0.0120 0.0160 0.0199 0.0239 0.0279 0.0319 0.0359

0.1 0.0398 0.0438 0.0478 0.0517 0.0557 0.0596 0.0636 0.0675 0.0714 0.0753

0.2 0.0793 0.0832 0.0871 0.0910 0.0948 0.0987 0.1026 0.1064 0.1103 0.1141

0.3 0.1179 0.1217 0.1255 0.1293 0.1331 0.1368 0.1406 0.1443 0.1480 0.1517

0.4 0.1554 0.1591 0.1628 0.1664 0.1700 0.1736 0.1772 0.1809 0.1844 0.1879

0.5 0.1915 0.1950 0.1985 0.2019 0.2054 0.2088 0.2123 0.2157 0.2190 0.2224

0.6 0.2257 0.2291 0.2324 0.2357 0.2389 0.2422 0.2454 0.2486 0.2517 0.2549

0.7 0.2580 0.2611 0.2642 0.2673 0.2794 0.2734 0.2764 0.2794 0.2823 0.2852

0.8 0.2881 0.2910 0.2939 0.2967 0.2995 0.3023 0.3051 0.3078 0.3106 0.3133

0.9 0.3159 0.3186 0.3212 0.3238 0.3264 0.3289 0.3315 0.3340 0.3365 0.3389

1.0 0.3413 0.3438 0.3461 0.3485 0.3508 0.3531 0.3554 0.3577 0.3599 0.3621

1.1 0.3643 0.3665 0.3686 0.3708 0.3729 0.3749 0.3770 0.3790 0.3810 0.3830

1.2 0.3849 0.3869 0.3888 0.3907 0.3925 0.3944 0.3962 0.3980 0.3997 0.4015

1.3 0.4032 0.4049 0.4066 0.4082 0.4099 0.4115 0.4131 0.4147 0.4162 0.4177

1.4 0.4192 0.4207 0.4292 0.4236 0.4251 0.4265 0.4279 0.4292 0.4306 0.4319

1.5 0.4332 0.4345 0.4357 0.4370 0.4382 0.4394 0.4406 0.4418 0.4429 0.4441

1.6 0.4452 0.4463 0.4474 0.4484 0.4495 0.4505 0.4515 0.4525 0.4535 0.4545

1.7 0.4554 0.4564 0.4573 0.4582 0.4591 0.4599 0.4608 0.4616 0.4625 0.4633

1.8 0.4641 0.4649 0.4656 0.4664 0.4671 0.4678 0.4686 0.4693 0.4699 0.4706

1.9 0.4713 0.4719 0.4726 0.4732 0.4738 0.4744 0.4750 0.4758 0.4761 0.4767

2.0 0.4772 0.4778 0.4803 0.4788 0.4793 0.4799 0.4803 0.4808 0.4812 0.4817

2.1 0.4821 0.4826 0.4830 0.4834 0.4838 0.4842 0.4846 0.4850 0.4854 0.4857

2.2 0.4861 0.4864 0.4868 0.4871 0.4875 0.4878 0.4881 0.4884 0.4887 0.4890

2.3 0.4893 0.4896 0.4898 0.4901 0.4904 0.4906 0.4909 0.4911 0.4913 0.4916

2.4 0.4918 0.4920 0.4922 0.4925 0.4927 0.4929 0.4931 0.4932 0.4934 0.4936

2.5 0.4938 0.4940 0.4941 0.4943 0.4945 0.4946 0.4948 0.4949 0.4951 0.4952

2.6 0.4953 0.4955 0.4956 0.4957 0.4959 0.4960 0.4961 0.4962 0.4963 0.4964

2.7 0.4965 0.4966 0.4967 0.4968 0.4969 0.4970 0.4971 0.4972 0.4973 0.4974

2.8 0.4974 0.4975 0.4976 0.4977 0.4977 0.4978 0.4979 0.4979 0.4980 0.4981

2.9 0.4981 0.4982 0.4982 0.4983 0.4984 0.4984 0.4985 0.4985 0.4986 0.4986

3.0 0.49865 0.4987 0.4987 0.4988 0.4988 0.4988 0.4989 0.4989 0.4989 0.4990

z10

p(x)

Figure 4.3 Integration terminology for the normal error

function and Table 4.3.
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curve, p(x), defined by the interval x0 � z1s � x � x0 þ z1s, provides the probability that a

measurement will assume a value within that interval. Direct integration of p(x) for a normal

distribution between the limits x0 � z1s yields that for z1 ¼ 1, 68.26% of the area under p(x) lies

within �1s of x0. This means that there is a 68.26% chance that a measurement of x will have a

value within the interval x0 � 1s. As the interval defined by z1 is increased, the probability of

occurrence increases. For

z1 ¼ 1; 68:26% of the area under pðxÞ lies within � z1s of x0:
z1 ¼ 2; 95:45% of the area under pðxÞ lies within � z1s of x0:
z1 ¼ 3; 99:73% of the area under pðxÞ lies within � z1s of x0:

This concept is illustrated in Figure 4.4.

It follows directly that the representative value that characterizes a measure of the variation in a

measured data set is the standard deviation. The probability that the ith measured value of x will

have a value between x0 � z1d is 2�P(z1) � 100 ¼ P%.

This is written as

xi ¼ x0 � z1s ðP%Þ ð4:13Þ
Thus, simple statistical analyses provide useful quantification of a measured variable in terms of

probability.Thisinturncanbeusefulinengineeringsituationswheretheprobableoutcomeofameasured

variable needs to be predicted or specified. These ideas are exercised in the Examples 4.2 and 4.3.

Example 4.2

Using the probability values in Table 4.3, show that the probability that a measurement will yield a

value within x0 � s is 0.6826 or 68.26%.

KNOWN Table 4.3

z1 ¼ 1

ASSUMPTIONS Data follow a normal distribution.

FIND P x0 � s � x � x0 þ sð Þ

p(x)

x' – 3 x' + 3 xx' – 2 x' + 2x' – x' + x'

99.73%

95.45%

68.26%

Figure 4.4 Relationship between the

probability density function and its

statistical parameters, x0 and s, for a

normal (gaussian) distribution.
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SOLUTION To estimate the probability that a single measurement will have a value within

some interval, we need to solve the integral

1ffiffiffiffiffiffi
2p

p
Z z1¼1

0

e�b2=2db

over the interval defined by z1. Table 4.3 lists the solutions for this integral. Using Table 4.3 for z1 ¼
1, we find P(z1) ¼ 0.3413. However, since z1 ¼ (x1 � x0)/s, the probability that any measurement of

x will produce a value within the interval 0 � x� x0 þ s is 34.13%. Since the normal distribution is

symmetric about x0, the probability that x will fall within the interval defined between �z1d and

þz1d for z1 ¼ 1 is (2)(0.3413) ¼ 0.6826 or 68.26%. Accordingly, if we made a single measurement

of x, the probability that the value found would lie within the interval x0 � s� x� x0 þ s would be

68.26%.

COMMENT Similarly, for z1 ¼ 1.96, the probability would be 95.0%.

Example 4.3

The statistics of a well-defined varying voltage signal are given by x0 ¼ 8.5 Vand s2 ¼ 2.25 V2. If a

single measurement of the voltage signal is made, determine the probability that the measured value

indicated will be between 10.0 and 11.5 V.

KNOWN x0 ¼ 8.5 V

s2 ¼ 2.25 V2

ASSUMPTIONS Signal has a normal distribution about x0.

FIND P (10.0 � x � 11.5)

SOLUTION To find the probability that x will fall into the interval 10.0 � x � 11.5 requires

finding the area under p(x) bounded by this interval. The standard deviation of the variable is

s ¼
ffiffiffiffiffi
s2

p
¼ 1:5 V, so our interval falls under the portion of the p(x) curve bounded by z1 ¼ (10.0 �

8.5)/1.5 ¼ 1 and z1 ¼ (11.5 � 8.5)/1.5 ¼ 2. From Table 4.3, the probability that a value will fall between

8.5 � x� 10.0 is P(8.5 � x� 10.0) ¼ P(z1 ¼ 1) ¼ 0.3413. For the interval defined by 8.5 � x� 11.5,

P(8.5 � x� 11.5) ¼ P(z1 ¼ 2) ¼ 0.4772. The area we need is just the overlap of these two intervals, so

P 10:0 � x � 11:5ð Þ ¼ P 8:5 � x � 11:5ð Þ � P 8:5 � x � 10:0ð Þ
¼ 0:4772 � 0:3413 ¼ 0:1359

So there is a 13.59% probability that the measurement will yield a value between 10.0 and 11.5 V.

COMMENT In general, the probability that a measured value will lie within an interval defined

by any two values of z1, such as za and zb, is found by integrating p(x) between za and zb. For a

normal density function, this probability is identical to the operation, P(zb) � P(za).

4.4 STATISTICS OF FINITE-SIZED DATA SETS

We now try to predict the behavior of measured variable x based on a finite-sized sampling of x. We

do this by comparing the statistics from that sampling to an assumed probability density function for

the population. For example, if we recall the box of bearings discussed in Section 4.1, some two
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dozen bearings were measured, each having been randomly selected from a population numbering

in the thousands. So how do we use the resulting statistics from this sampling to characterize the

mean size and variance of all the bearings within the box? Within the constraints imposed by

probability and if we assume a probability density function for the population, it is possible to

estimate the true mean and true variance the population of all the bearings from the statistics of the

sampling. The method is now discussed.

Suppose we examine the case where we obtain N measurements of x (that is, N repetitions),

each measurement represented by xi , where i¼ 1, 2, . . . , N, and N is a finite value. In cases where

N is not infinite or does not represent the total population, the statistical values calculated from such

finite data sets are only estimates of the true statistics of the population of x. We will call such

statistical estimates the finite statistics. An important point: whereas infinite statistics describe the

true behavior of the population of a variable, finite statistics describe only the behavior of the

sampled data set.

Finite-sized data sets provide the statistical estimates known as the sample mean value (x), the

sample variance s2
x

� �
, and its outcome, the sample standard deviation (sx), defined by

x ¼ 1

N

XN
i¼1

xi ð4:14aÞ

s2
x ¼ 1

N � 1

XN
i¼1

xi � xð Þ2 ð4:14bÞ

sx ¼
ffiffiffiffi
s2
x

q
¼ 1

N � 1

XN
i¼1

xi � xð Þ2

 !1=2

ð4:14cÞ

where xi � xð Þ is called the deviation of xi. The sample mean value provides a most probable

estimate of the true mean value, x0. The sample variance represents a probable measure of the

variation found in a data set. The degrees of freedom, n, in a statistical estimate equate to the number

of data points minus the number of previously determined statistical parameters used in estimating

that value. For example, the degrees of freedom in the sample variance is n ¼ N � 1, as seen in

denominator of Equations 4.14b and c. These equations are robust and are used regardless of the

actual probability density function of the measurand.

The relation between probability and infinite statistics can be extended to data sets of finite

sample size with only some modification. When data sets are finite or smaller than the population,

the z variable does not provide a reliable weight estimate of the true probability. However, the

sample variance can be weighted in a similar manner so as to compensate for the difference between

the finite statistical estimates and the statistics based on an assumed p(x). For a normal distribution

of x about some sample mean value, x, we can state that statistically

xi ¼ x � tn;Psx ðP%Þ ð4:15Þ
where the variable tn,P provides a coverage factor used for finite data sets and which replaces the z

variable. This new variable is referred to as the Student’s t variable,

t ¼ x � x0

sx=
ffiffiffiffi
N

p ð4:16Þ

The interval �tn;Psx represents a precision interval, given at probability P%, within which one

should expect any measured value to fall.
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The value for the t estimator provides a coverage factor that is a function of the probability, P,

and the degrees of freedom in the data set, n¼ N� 1. These t values can be obtained from Table 4.4,

which is a tabulation from the Student’s t distribution as developed by William S. Gosset5 (1876–

1937). Gossett recognized that the use of the z variable with sx in place of s did not yield accurate

estimates of the precision interval, particularly at small degrees of freedom. Careful inspection of

Table 4.4 shows that the t value inflates the size of the interval required to attain a percent

probability, P%. That is, it has the effect of increasing the magnitude of tn;Psxrelative to z1s at a

desired probability. As the value of N increases, t approaches those values given by the z variable just

as the value of sx must approach s. It should be understood that for very small sample sizes (N� 10),

sample statistics can be misleading. In that situation other information regarding the measurement

may be required, including additional measurements.

Table 4.4 Student’s t Distribution

n t50 t90 t95 t99

1 1.000 6.314 12.706 63.657

2 0.816 2.920 4.303 9.925

3 0.765 2.353 3.182 5.841

4 0.741 2.132 2.770 4.604

5 0.727 2.015 2.571 4.032

6 0.718 1.943 2.447 3.707

7 0.711 1.895 2.365 3.499

8 0.706 1.860 2.306 3.355

9 0.703 1.833 2.262 3.250

10 0.700 1.812 2.228 3.169

11 0.697 1.796 2.201 3.106

12 0.695 1.782 2.179 3.055

13 0.694 1.771 2.160 3.012

14 0.692 1.761 2.145 2.977

15 0.691 1.753 2.131 2.947

16 0.690 1.746 2.120 2.921

17 0.689 1.740 2.110 2.898

18 0.688 1.734 2.101 2.878

19 0.688 1.729 2.093 2.861

20 0.687 1.725 2.086 2.845

21 0.686 1.721 2.080 2.831

30 0.683 1.697 2.042 2.750

40 0.681 1.684 2.021 2.704

50 0.680 1.679 2.010 2.679

60 0.679 1.671 2.000 2.660

1 0.674 1.645 1.960 2.576

5 At the time, Gosset was employed as a brewer and statistician by a well-known Irish brewery. You might pause to reflect on

his multifarious contributions.
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Standard Deviation of the Means

If we were to measure another two dozen of the bearings discussed in Section 4.1, we would expect

the statistics from this new sample of randomly selected bearings to differ somewhat from the

previous sample. This is simply due to the combined effects of a finite sample size and random

variation in bearing size from manufacturing tolerances. This difference is a random error brought

on by the finite-sized data sets. So how can we quantify how good our estimate is of the true mean

based on a calculated sample mean? That method is now discussed.

Suppose we were to take N measurements of x under fixed operating conditions. If we

duplicated this procedure M times, we would calculate somewhat different estimates of the sample

mean value and sample variance for each of the M data sets. Why? The chance occurrence of events

in any finite sample affects the estimate of sample statistics; this is easily demonstrated. From the M

replications of the N measurements, we could compute a set of mean values. We would find that the

mean values would themselves each be normally distributed about some central value. In fact,

regardless of the shape of p(x) assumed, the mean values obtained from M replications will follow a

normal distribution defined by pð�xÞ.6 This process is visualized in Figure 4.5. The amount of

variation possible in the sample means would depend on only two values: the sample variance, s2
x,

and sample size, N. The discrepancy tends to increase with variance and decrease with N 1/2.

This tendency between small sample sets to have somewhat different statistics than the entire

population from which they are sampled should not be surprising, for that is precisely the problem

inherent to a finite data set. The variation in the sample statistics of each data set is characterized by a

normal distribution of the sample mean values about the true mean. The variance of the distribution

of mean values that could be expected can be estimated from a single finite data set through the

standard deviation of the means, sx:

sx ¼ sxffiffiffiffi
N

p ð4:17Þ

An illustration of the relation between the standard deviation of a data set and the standard deviation of

the means is given in Figure 4.6. The standard deviation of the means is a property of a measured data

set. It reflects the estimate of how the sample mean values may be distributed about a true mean value.

p(x)

p2(x) pj(x)

pM(x)

p(x )–
p1(x)

x1

x' x
– x2

– xj
– xm

–

Figure 4.5 The normal distribution

tendency of the sample means about

a true value in the absence of

systematic error.

6 This is a consequence of what is proved in the central limit theorem (3, 4).
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So how good is the estimate of the true mean of a variable based on a finite-sized sample?The standard

deviation of the means represents a measure of how well a measured mean value represents the true

mean of the population. The range over which the possible values of the true mean value might lie at

some probability level P based on the information from a sample data set is given as

x � tn;Psx ðP%Þ ð4:18Þ
where �tn;Psx expresses a confidence interval about the mean value, with coverage factor t at the

assigned probability, P%, within which one should expect the true value of x to fall. This confidence

interval is a quantified measure of the random error in the estimate of the true value of variable x.

The value sx represents the random standard uncertainty in the mean value, and the value tn;Psx
represents the random uncertainty in the mean value at P% confidence due to variation in the

measured data set. In the absence of systematic error in a measurement, the confidence interval

assigns the true value within a likely range about the sample mean value. The estimate of the true

mean value based on a finite data set is then stated as

x0 ¼ x � tn;Psx ðP%Þ ð4:19Þ
Equation 4.19 is an important and powerful equation in engineering measurements.

Example 4.4

Consider the data of Table 4.1. (a) Compute the sample statistics for this data set. (b) Estimate the

interval of values over which 95% of the measurements of x should be expected to lie. (c) Estimate

the true mean value of x at 95% probability based on this finite data set.

KNOWN Table 4.1

N ¼ 20

ASSUMPTIONS Data set follows a normal distribution.

No systematic errors.

FIND x; x � tn;95sx; and x � tn;95sx

p(x)

p(x )–

x' x

tsx

tsx– Figure 4.6 Relationships between sx
and the distribution of x and between

sx and the true value x0.

4.4 Statistics of Finite-Sized Data Sets 133



E1C04 09/14/2010 14:7:42 Page 134

SOLUTION The sample mean value is computed for the N ¼ 20 values by the relation

x ¼ 1

20

X20

i¼1

xi ¼ 1:02

This, in turn, is used to compute the sample standard deviation

sx ¼ 1

19

X20

i¼1

xi � xð Þ2

" #1=2

¼ 0:16

The degrees of freedom in the data set is n¼N� 1 ¼ 19. From Table 4.4 at 95% probability, t19,95 ¼
2.093. Then, the interval of values in which 95% of the measurements of x should lie is given by

Equation 4.15:

xi ¼ 1:02 � ð2:093 � 0:16Þ ¼ 1:02 � 0:33 ð95%Þ
Accordingly, if a 21st data point were taken, there is a 95% probability that its value would lie

between 0.69 and 1.35.

The true mean value is estimated by the sample mean value. However, the random uncertainty at

95% probability for this estimate is t19;95sx, where

sx ¼ sxffiffiffiffi
N

p ¼ 0:16ffiffiffiffiffi
20

p ¼ 0:036 � 0:04

Then, in the absence of systematic errors, we write, from Equation 4.19,

x0 ¼ x � t19;95sx ¼ 1:02 � 0:08 ð95%Þ
So at 95% confidence, the true mean value lies between 0.94 and 1.10. Program Finite-population.vi

demonstrates the effect of sample size on the histogram and the statistics of the data set.

Pooled Statistics

As discussed in Chapter 1, a good test plan uses duplicate tests or replication, as well as repetition.

Since replications are independent estimates of the same measured value, their data represent

separate data samples that can be combined to provide a better statistical estimate of a measured

variable than are obtained from a single sampling. Samplings that are grouped in a manner so as to

determine a common set of statistics are said to be pooled.

Consider M replicates of a measurement of variable x, each of N repeated readings so as to yield

the data set xij, where i ¼ 1, 2, . . . , N and j ¼ 1, 2, . . . , M. The pooled mean of x is defined by

hxi ¼ 1

MN

XM
j¼1

XN
i¼1

xij ð4:20Þ

The pooled standard deviation of x is defined by

hsxi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

M N � 1ð Þ
XM
j¼1

XN
i¼1

xij � xj

� �2

vuut ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

M

XM
j¼1

s2
xj

vuut ð4:21Þ
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with degrees of freedom, n ¼ M N � 1ð Þ. The pooled standard deviation of the means of x is

defined by

hsxi ¼
hsxiffiffiffiffiffiffiffiffi
MN

p ð4:22Þ

When the number of measurements of x are not the same between replications, then it is appropriate

to weight each replication by its particular degrees of freedom. The pooled mean is then defined by

its weighted mean

hxi ¼

PM
j¼1

Njxj

PM
j¼1

Nj

ð4:23Þ

where subscript j refers to a particular data set. The pooled standard deviation is given by

hsxi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n1s2

x1
þ n2s2

x2
þ 
 
 
 þ nMs2

xM

n1 þ n2 þ 
 
 
 þ nM

s
ð4:24Þ

with degrees of freedom n ¼PM
j¼1 nj ¼

PM
j¼1 Nj � 1
� �

, and the pooled standard deviation of the

means is given by

sx
� � ¼ hsxiffiffiffiffiffiffiffiffiffiffiffiPM

j¼1

Nj

s ð4:25Þ

4.5 CHI-SQUARED DISTRIBUTION

We have already discussed how different finite-sized data sets of the same measured variable would

have somewhat different statistics. We used this argument to develop the concept of the standard

deviation of the means as a precision indicator in the mean value. Similarly, we can estimate how

well s2
x predicts s2. If we plotted the sample standard deviation for many data sets, each having N

data points, we would generate the probability density function, p(x2). The p(x2) follows the

so-called chi-squared (x2) distribution depicted in Figure 4.7.

p(χ2)

v = 1

v = 3

v = 10

χ2

Figure 4.7 The x2 distribution with

its dependency on degrees of

freedom.
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For the normal distribution, the x2 statistic (1, 3, 4) in Figure 4.7 is

x2 ¼ ns2
x=s

2 ð4:26Þ
with degrees of freedom n ¼ N � 1.

Precision Interval in a Sample Variance

A precision interval for the sample variance can be formulated by the probability statement

P x2
1�a=2 � x2 � x2

a=2

� �
¼ 1 � a ð4:27Þ

with a probability of P(x2) ¼ 1 � a. The term a is called the level of significance. Combining

Equations 4.26 and 4.27 gives

P ns2
x=x

2
a=2 � s2 � ns2

x=x
2
1�a=2

� �
¼ 1 � a ð4:28Þ

For example, the 95% precision interval by which s2
x estimates s2, is given by

ns2
x=x

2
0:025 � s2 � ns2

x=x
2
0:975 ð95%Þ ð4:29Þ

Note that this interval is bounded by the 2.5% and 97.5% levels of significance (for 95% coverage).

The x2 distribution estimates the discrepancy expected due to random chance. Values for x2
a are

tabulated in Table 4.5 as a function of the degrees of freedom. The P(x2) value equals the area under

Table 4.5 Values for x2
a

n x2
0:99 x2

0:975 x2
0:95 x2

0:90 x2
0:50 x2

0:05 x2
0:025 x2

0:01

1 0.000 0.000 0.000 0.016 0.455 3.84 5.02 6.63

2 0.020 0.051 0.103 0.211 1.39 5.99 7.38 9.21

3 0.115 0.216 0.352 0.584 2.37 7.81 9.35 11.3

4 0.297 0.484 0.711 1.06 3.36 9.49 11.1 13.3

5 0.554 0.831 1.15 1.61 4.35 11.1 12.8 15.1

6 0.872 1.24 1.64 2.20 5.35 12.6 14.4 16.8

7 1.24 1.69 2.17 2.83 6.35 14.1 16.0 18.5

8 1.65 2.18 2.73 3.49 7.34 15.5 17.5 20.1

9 2.09 2.70 3.33 4.17 8.34 16.9 19.0 21.7

10 2.56 3.25 3.94 4.78 9.34 18.3 20.5 23.2

11 3.05 3.82 4.57 5.58 10.3 19.7 21.9 24.7

12 3.57 4.40 5.23 6.30 11.3 21.0 23.3 26.2

13 4.11 5.01 5.89 7.04 12.3 22.4 24.7 27.7

14 4.66 5.63 6.57 7.79 13.3 23.7 26.1 29.1

15 5.23 6.26 7.26 8.55 14.3 25.0 27.5 30.6

16 5.81 6.91 7.96 9.31 15.3 26.3 28.8 32.0

17 6.41 7.56 8.67 10.1 16.3 27.6 30.2 33.4

18 7.01 8.23 9.39 10.9 17.3 28.9 31.5 34.8

19 7.63 8.91 10.1 11.7 18.3 30.1 32.9 36.2

20 8.26 9.59 10.9 12.4 19.3 31.4 34.2 37.6

30 15.0 16.8 18.5 20.6 29.3 43.8 47.0 50.9

60 37.5 40.5 43.2 46.5 59.3 79.1 83.3 88.4
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p(x2) as measured from the left, and the a value is the area as measured from the right, as noted in

Figure 4.8. The total area under p(x2) is equal to unity.

Example 4.5

Ten steel tension specimens are tested from a large batch, and a sample variance of 40,000 (kN/m2)2

is found. State the true variance expected at 95% confidence.

KNOWN s2
x ¼ 40; 000 kN=m2ð Þ2

N ¼ 10

FIND Precision interval for s2

SOLUTION With n ¼ N � 1 ¼ 9, we find from Table 4.5, x2 ¼ 19.0 at a ¼ 0.025 written

x2
:025 ¼ 19:0 and x2 ¼ 2.7 at a ¼ 0.975 written x2

0:975 ¼ 2:7. Thus, from Equation 4.28,

ð9Þ ð40;000Þ=19:0 � s2 � ð9Þð40;000Þ=2:7 ð95%Þ
or, the precision interval for the variance is

18; 947 � s2 � 133; 333ðkN=m2Þ2 ð95%Þ
This is the precision interval about s2 due to random chance. As N becomes larger, the precision

interval narrows as s2 ! s2.

Example 4.6

A manufacturer knows from experience that the variance in the diameter of the roller bearings used

in its bearings is 3.15 mm2. Rejecting bearings drives up the unit cost. However, manufacturer rejects

any batch of roller bearings if the sample variance of 20 pieces selected at random exceeds 5 mm2.

Assuming a normal distribution, what is the probability that any given batch will be rejected even

though its true variance is actually within the tolerance limits?

KNOWN s2 ¼ 3.15 mm2

s2
x ¼ 5 mm2 based on N ¼ 20

p(χ2)

χ2

P

α

χ2
α

Figure 4.8 The x2

distribution as it relates to

probability P and to the level

of significance, a (=1�P).
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ASSUMPTIONS Variations between bearings fit a normal distribution.

FIND x2
a

SOLUTION This problem could be restated as follows: What is the probability that s2
x based on

20 measurements will not predict s2
x for the entire batch?

For n ¼ N � 1 ¼ 19, and using Equation 4.26, the x2 value is

x2
aðnÞ ¼ ns2

x=s
2 ¼ 30:16

Inspection of Table 4.5 shows x2
:05ð19Þ ¼ 30:1, so we can take a � 0.05. Taking x2

a as a measure of

discrepancy due to random chance, we interpret this result as a 5% chance that a batch actually

within tolerance will be rejected. So there is a probability, P¼ 1 � a, of 95% that s2
x does predict the

s2 for the batch. Rejecting a batch on this basis is a good decision.

Goodness-of-Fit Test

Just how well does a set of measurements follow an assumed distribution function? In Example 4.4,

we assumed that the data of Table 4.1 followed a normal distribution based only on the rough form of

its histogram (Fig. 4.2). A more rigorous approach would apply the chi-squared test using the

chi-squared distribution. The chi-squared test provides a measure of the discrepancy between the

measured variation of a data set and the variation predicted by the assumed density function.

To begin, construct a histogram of K intervals from a data set of N measurements. This

establishes the number of measured values, nj, that lie within the jth interval. Then calculate the

degrees of freedom in the variance for the data set, n¼ N�m, where m is the number of restrictions

imposed. From n, estimate the predicted number of occurrences, n
0
j , to be expected from the

distribution function. For this test, the x2 value is calculated from the entire histogram by

x2 ¼
P

j nj � n
0
j

� �2

n
0
j

J ¼ 1; 2; . . . ;K ð4:30Þ

The goodness-of-fit test evaluates the null hypotheses that the data are described by the assumed

distribution against the alternative that the data are not sampled from the assumed distribution. For

the given degrees of freedom, the better a data set fits the assumed distribution function, the lower its

x2 value (left side of Table 4.5), whereas the higher the x2 value (right side of Table 4.5), the more

dubious is the fit. For example, Pðx2
aÞ ¼ 1 � a � 0:05 leaves only a 5% or less chance that the

discrepancy is due to a systematic effect such as a different distribution, a good (unequivocol) result.

As with all finite samplings of a population, statistics can be used only to suggest what is most

probable. Conclusions are left to the user.

Example 4.7

Test the hypothesis that the variable x as given by the measured data of Table 4.1 is described by a

normal distribution.

KNOWN Table 4.1 and histogram of Figure 4.2

From Example 4.4: x ¼ 1:02; sx ¼ 0.16; N ¼ 20; K ¼ 7
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FIND Apply the chi-squared test to the data set to test for normal distribution.

SOLUTION Figure 4.2 (Ex. 4.1) provides a histogram for the data of Table 4.1 giving the

values for nj for K ¼ 7 intervals. To evaluate the hypothesis, we must find the predicted number of

occurrences, n
0
j , for each of the seven intervals based on a normal distribution. To do this, substitute

x0 ¼ x and s ¼ sx and compute the probabilities based on the corresponding z values.

For example, consider the second interval (j ¼ 2). Using Table 4.3, the predicted probabilities

are

Pð0:75 � xi � 0:85Þ¼ Pð0:75 � xi < x0Þ � Pð0:85 � xi < x0Þ
¼ PðzaÞ � PðzbÞ
¼ Pð1:6875Þ � Pð1:0625Þ
¼ 0:454 � 0:356 ¼ 0:098

So for a normal distribution, we should expect the measured value to lie within the second interval

for 9.8% of the measurements. With

n02 ¼ N � Pð0:75 � xi < 0:85Þ ¼ 20 � 0:098 ¼ 1:96

that is, 1.96 occurrences are expected out of 20 measurements in this second interval. The actual

measured data set shows n2 ¼ 1.

The results are summarized in Table 4.6 with x2 based on Equation 4.30. Because two

calculated statistical values (x and sx) are used in the computations, the degrees of freedom in x2 are

restricted by 2. So, n ¼ K � 2 ¼ 7 � 2 ¼ 5 and from Table 4.5, for x2
aðnÞ ¼ 1:98; a �

0:85 or Pðx2Þ � 0:15 (note: a ¼ 1 � P is found here by interpolation between columns). While

there is a high probability that the discrepancy between the histogram and the normal distribution is

due only to random variation of a finite data set, there is a 15% chance the discrepancy is by some

other systematic tendency. We should consider this result as equivocal. The hypothesis that x is

described by a normal distribution is neither proven nor disproven.

4.6 REGRESSION ANALYSIS

A measured variable is often a function of one or more independent variables that are controlled during

the measurement. When the measured variable is sampled, these variables are controlled, to the extent

possible, as are all the other operating conditions. Then, one of these variables is changed and a new

Table 4.6 x2 Test for Example 4.7

J nj n
0
j ðnj � n

0
jÞ2=n

0
j

1 1 0.92 0.07

2 1 1.96 0.47

3 3 3.76 0.15

4 7 4.86 0.94

5 4 4.36 0.03

6 2 2.66 0.16

7 2 1.51 1.16

Totals 20 20 x2
a ¼ 1:98
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sampling is made under the new operating conditions. This is a common procedure used to document

the relationship between the measured variable and an independent process variable. We can use

regression analysis to establish a functional relationship between the dependent variable and the

independent variable. This discussion pertains directly to polynomial curve fits. More information on

regression analysis, including multiple variable regression, can be found elsewhere (4, 6).

A regression analysis assumes that the variation found in the dependent measured variable

follows a normal distribution about each fixed value of the independent variable. This behavior is

illustrated in Figure 4.9 by considering the dependent variable yi,j consisting of N measurements, i¼
1, 2, . . . , N, of y at each of n values of independent variable, xj, j ¼ 1, 2, . . . , n. This type of

behavior is common during calibrations and in many types of measurements in which the dependent

variable y is measured under controlled values of x. Repeated measurements of y yield a normal

distribution with variance s2
yðxjÞ, about some mean value, �yðxjÞ.

Most spreadsheet and engineering software packages can perform a regression analysis on a

data set. The following discussion presents the concepts of a particular type of regression analysis,

its interpretation, and its limitations.

Least-Squares Regression Analysis

The regression analysis for a single variable of the form y ¼ f(x) provides an mth-order polynomial

fit of the data in the form

yc ¼ a0 þ a1xþ a2x
2 þ 
 
 
 þ amx

m ð4:31Þ
where yc refers to the value of y predicted by the polynomial equation for a given value of x. For n

different values of the independent variable included in the analysis, the highest order, m, of the

polynomial that can be determined is restricted to m � n � 1. The values of the m coefficients a0,

a1, . . . , am are determined by the analysis. A common regression analysis for engineering

applications is the method of least-squares. The method of least-squares attempts to minimize

the sum of the squares of the deviations between the actual data and the polynomial fit of a stated

order by adjusting the values of the polynomial coefficients.
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Figure 4.9 Distribution of measured

value y about each fixed value of

independent variable x. The curve yc
represents a possible functional

relationship.
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Consider the situation in which there are N values of x and y, referred to as xi, yi, where i ¼ 1,

2, . . . , N. We seek an mth-order polynomial based on a set of N data points of the form (x, y) in

which x and y are the independent and dependent variables, respectively. The task is to find the mþ
1 coefficients, a0, a1, . . . , am, of the polynomial of Equation 4.31. We define the deviation between

any dependent variable yi and the polynomial as yi � yci , where yci is the value of the polynomial

evaluated at the data point (xi, yi). The sum of the squares of this deviation for all values of yi, i¼ 1,

2, . . . , N, is

D ¼
XN
i¼1

yi � yci
� �2 ð4:32Þ

The goal of the method of least-squares is to reduce D to a minimum for a given order of

polynomial.

Combining Equations 4.31 and 4.32, we write

D ¼
XN
i¼1

yi � a0 þ a1xþ 
 
 
 þ amx
mð Þ½ 	2 ð4:33Þ

Now the total differential of D is dependent on the m þ 1 coefficients through

dD ¼ @D

@a0

da0 þ @D

@a1

da1 þ 
 
 
 þ @D

@am
dam

To minimize the sum of the squares of the deviations, we want dD to be zero. This is accomplished

by setting each partial derivative equal to zero:

@D

@a0

¼ 0 ¼ @

@a0

XN
i¼1

yi � a0 þ a1xþ 
 
 
 þ amx
mð Þ½ 	2

( )

@D

@a1

¼ 0 ¼ @

@a1

XN
i¼1

yi � a0 þ a1xþ 
 
 
 þ amx
mð Þ½ 	2

( )

..

.

@D

@am
¼ 0 ¼ @

@am

XN
i¼1

yi � a0 þ a1xþ 
 
 
 þ amx
mð Þ½ 	2

( )
ð4:34Þ

This yields m þ 1 equations that are solved simultaneously to yield the unknown regression

coefficients, a0, a1, . . . , am.

In general, the polynomial found by regression analysis does not pass through every data point

(xi, yi) exactly, so there is some deviation, yi � yci , between each data point and the polynomial. We

compute a standard deviation based on these differences by

syx ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN

i¼1 yi � yci
� �2

n

s
ð4:35Þ

where n is the degrees of freedom of the fit and n¼ N� (mþ 1). The statistic syx is referred to as the

standard error of the fit and is related to how closely a polynomial fits the data set.
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The best order of polynomial fit to apply to a particular data set is that lowest order of fit that

maintains a logical physical sense between the dependent and independent variables and reduces syx
to an acceptable value. This first point is important. If the underlying physics of a problem implies

that a certain order relationship should exist between dependent and independent variables, there is

no sense in forcing the data to fit any other order of polynomial regardless of the value of syx.

Because the method of least-squares tries to minimize the sum of the squares of the deviations, it

forces inflections in the curve fit that may not be real. Consequently, while higher-order curve fits

generally reduce syx, they likely do not reflect the physics behind the data set very well. In any event,

it is good practice to have at least two independent data points for each order of polynomial

attempted, that is, at least two data points for a first-order curve fit, four for a second-order, etc.

If we consider variability in both the independent and dependent variables, then the random

uncertainty due to random data scatter about the curve fit at any value of x is estimated by (1, 4)

tn;Psyx
1

N
þ x� xð Þ2PN

i¼1 xi � xð Þ2

" #1=2

ðP%Þ ð4:36Þ

where

x ¼
XN
i¼1

xi=N

and x is the value used to estimate yc in Equation 4.31. Hence, the curve fit, yc, with confidence

interval is given as

ycðxÞ � tn;Psyx
1

N
þ x� xð Þ2PN

i¼1 xi � xð Þ2

" #1=2

ðP%Þ ð4:37Þ

The effect of the second term in the brackets of either Equations 4.36 or 4.37 is to increase the confidence

interval toward the outer limits of the polynomial. Often in engineering measurements, the independent

variable is a well-controlled value. In such cases, we assume that the principal source of variation in the

curve fit is due to the random error in the dependent (measured) variable. A simplification to Equation

4.36 often used in a complete uncertainty analysis is to state the random uncertainty as

tn;P
syxffiffiffiffi
N

p ðP%Þ ð4:38Þ

We then can state that the curve fit with its confidence interval is approximated by

yc � tn;P
syxffiffiffiffi
N

p ðP%Þ ð4:39Þ

where yc is defined by Equation 4.31. The engineer should compare the values of Equations 4.36 and

4.38 to determine if the approximation of Equation 4.38 is acceptable. The simplification can be

used when the values are not the dominant ones in an uncertainty analysis.

Multiple regression analysis involving multiple variables of the form y ¼ f x1i ; x2i ; . . .ð Þ is also

possible leading to a multidimensional response surface. The details are not discussed here, but the

concepts generated for the single-variable analysis are carried through for multiple-variable

analysis. The interested reader is referred elsewhere (3, 4, 6).
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Example 4.8

The following data are suspected to follow a linear relationship. Find an appropriate equation of the

first-order form.

x (cm) y (V)

1.0 1.2

2.0 1.9

3.0 3.2

4.0 4.1

5.0 5.3

KNOWN Independent variable x

Dependent measured variable y

N ¼ 5

ASSUMPTIONS Linear relation

FIND yc ¼ a0 þ a1x

SOLUTION We seek a polynomial of the form yc ¼ a0 þ a1x, that minimizes the term

D ¼
XN
i¼1

yi � yci
� �2

setting the derivatives to zero:

@D

@a0

¼ 0 ¼ �2
XN
i¼1

yi � a0 þ a1xð Þ½ 	
( )

@D

@a1

¼ 0 ¼ �2
XN
i¼1

yi � a0 þ a1xð Þ½ 	
( )

Solving simultaneously for the coefficients a0 and a1 yields

a0 ¼
P

xi
P

xiyi �
P

x2
i

P
yiP

xið Þ2 � N
P

x2
i

a1 ¼
P

xi
P

yi � N
P

xiyiP
xið Þ2 � N

P
x2
i

ð4:40Þ

Substituting the data set into Equation 4.40 yields a0 ¼ 0.02 and a1 ¼ 1.04. Hence,

yc ¼ 0:02 þ 1:04x V

COMMENT Although the polynomial described by yc is the linear curve fit for this data set, we still

have no idea of how well this curve fits this data set or even if a first-order fit is appropriate. These

questions are addressed below and in Example 4.9.

The LabView program Polynomial_Fit performs a least-squares regression analysis. It allows

the user to enter data points manually or to read data from a file. Other software packages can also do

this processing.

4.6 Regression Analysis 143



E1C04 09/14/2010 14:7:44 Page 144

Linear Polynomials

For linear polynomials a correlation coefficient r can be found by

r ¼ rxy ¼
N
PN
i¼1

xiyi �
PN
i¼1

xi
PN
i¼1

yiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
N
PN
i¼1

x2
i �

PN
i¼1

xi

	 
2
s ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

N
PN
i¼1

y2
i �

PN
i¼1

yi

	 
2
s ð4:41Þ

The correlation coefficient provides a measure of the association between x and y as predicted by the

form of the curve fit equation. It is bounded by �1, which represents perfect correlation; the sign

indicates that y increases or decreases with x. For �0:9 < r � �1, a linear regression can be

considered a reliable relation between y and x. Alternatively, the value r2 is often reported, which is

indicative of how well the variance in y is accounted for by the fit. However, the correlation

coefficient and the r2 value are only indicators of the hypothesis that y and x are associated;

correlation does not imply cause and effect. The r and r2 values are not effective estimators of the

random error in yc; instead the syx value is used for that purpose.

The precision estimate in the slope of the fit can be estimated by

sa1
¼ syx

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1PN

i¼1ðxi � xÞ2

s
ð4:42Þ

The precision estimate of the zero intercept can be estimated by

sa0
¼ syx

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN
i¼1 x

2
i

N
PN

i¼1ðxi � xÞ2

s
ð4:43Þ

An error in a0 would offset a calibration curve from its y intercept. The derivation and further

discussion on Equations 4.41 to 4.43 can be found elsewhere (1, 3, 4, 6).

Example 4.9

Compute the correlation coefficient and the standard error of the fit for the data in Example 4.8. Estimate

the random uncertainty associated with the fit. State the correlation with its 95% confidence interval.

KNOWN yc ¼ 0:02 þ 1:04x V

ASSUMPTIONS Errors are normally distributed. No systematic errors.

FIND r and syx

SOLUTION Direct substitution of the data set into Equation 4.41 yields the correlation

coefficient of r ¼ 0.996. An equivalent estimator is r2. Here r2 ¼ 0.99, which indicates that

99% of the variance in y is accounted for by the fit, whereas only 1% is unaccountable. These values

suggest that a linear fit is a reliable relation between x and y.
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The random uncertainty between the data and this fit is given by the standard error of the fit, syx.

Using Equation 4.35,

syx ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN

i¼1 yi � yci
� �2

n

s
¼ 0:16

with degrees of freedom, n ¼ N � mþ 1ð Þ ¼ 3. The t estimator, t3,95 ¼ 3.18, establishes a random

uncertainty about the fit of t3;95syx=
ffiffiffiffi
N

p ¼ 0:23. Applying Equation 4.39, the polynomial fit can be

stated at 95% confidence as

yc ¼ 1:04xþ 0:02 � 0:23 V 95%ð Þ
This curve is plotted in Figure 4.10 with its 95% confidence interval. In comparison, Equation 4.36

varies from �0:23 at x ¼ 3 to �0:39 at x ¼ 1 and x ¼ 5. The regression polynomial with its

confidence interval is necessary when reporting a curve fit to a data set.

Example 4.10

Avelocity probe provides a voltage output that is related to velocity, U, by the form E ¼ aþ bUm. A

calibration is performed, and the data (N ¼ 5) are recorded below. Find an appropriate curve fit.

U (m/s) E (V)

0.0 3.19

10.0 3.99

20.0 4.30

30.0 4.48

40.0 4.65

0 1 2 3

Confidence interval of fit at 95%

Range of
applicability

of fit

4 5 6 7 8 9 10

y (V)

x (cm)

1

2

3

4

5

6

7

8

9

10

yc

Figure 4.10 Results of the regression analysis of Example 4.9.
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KNOWN N ¼ 5

ASSUMPTIONS Data related by E ¼ aþ bUm

FIND a and b

SOLUTION The suggested functional equation can be transformed into

log E � að Þ ¼ log bþmlogU

which has the linear form

Y ¼ BþmX

Because at U ¼ 0 m/s, E ¼ 3.19 V, the value of a must be 3.19 V. The values for Y and X are

computed below with the corresponding deviations from the resulting fit of 4 values:

U Y ¼ log(E-a) X ¼ log U Ei � Eci

0.0 — — 0.0

10.0 �0.097 1.000 �0.01

20.0 0.045 1.301 0.02

30.0 0.111 1.477 0.0

40.0 0.164 1.602 �0.01

Substituting the values for Y and X into Equation 4.40 gives a0 ¼ B ¼ �0.525 and a1 ¼ m ¼ 0.43.

The standard error of the fit is found using Equation 4.35 to be syx ¼ 0.007. From Table 4.4, t2,95 ¼
4.30 so that t2;95syx=

ffiffiffiffi
N

p ¼ 0.015. This gives the curve fit with confidence interval as

Y ¼ �0:525 þ 0:43X � 0:015 95%ð Þ

0 10 20 30

95%
confidence

interval
of fit

40 50
U , (ft/s)

E (V)

3.0

3.5

4.0

4.5

5.0

E = 3.19 + 0.3U0.43

Figure 4.11 Curve fit for Example 4.10.
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The polynomial is transformed back to the form E ¼ aþ bUm:

E ¼ 3:19 þ 0:30 U0:43 V

The curve fit with its 95% confidence interval is shown on Figure 4.11.

COMMENT In the present example, the intercept was chosen based on knowledge of the

measurement system.

4.7 DATA OUTLIER DETECTION

It is not uncommon to find a spurious data point that does not appear to fit the tendency of the data

set. Data that lie outside the probability of normal variation incorrectly offset the sample mean value

estimate, inflate the random uncertainty estimates, and influence a least-squares correlation.

Statistical techniques can be used to detect such data points, which are known as outliers. Outliers

may be the result of simple measurement glitches or may reflect a more fundamental problem with

test variable controls. Once detected, the decision to remove the data point from the data set must be

made carefully. Once outliers are removed from a data set, the statistics are recomputed using the

remaining data.

One approach to outlier detection is Chauvenet’s criterion, which identifies outliers having less

than a 1/2N probability of occurrence. To apply this criterion, let z0 ¼ xi � x=sxjj where xi is a

suspected outlier in a data set of N values. In terms of the probability values of Table 4.3, the data

point is a potential outlier if

1 � 2 � Pðz0Þð Þ < 1=2N ð4:44Þ
For large data sets, another approach, the three-sigma test7, is to identify those data points that lie

outside the range of 99.73% probability of occurrence, x � tv;99:7sx, as potential outliers. However,

either approach assumes that the sample set follows a normal distribution, which may not be true.

Other methods of outlier detection are discussed elsewhere (3, 7).

Example 4.11

Consider the data given below for 10 measurements of a tire’s pressure made using an inexpensive

hand-held gauge (note: 14.5 psi ¼ 1 bar). Test for outliers using the Chauvenet’s criterion.

i 1 2 3 4 5 6 7 8 9 10

xi (psi) 28 31 27 28 29 24 29 28 18 27

KNOWN Data values for N ¼ 10

ASSUMPTIONS Each measurement is obtained under fixed conditions.

FIND Apply outlier detection tests.

7 So named since, as n ! 1; t ! 3 for 99.7% probability.
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SOLUTION Based on the 10 data points, the sample mean and sample standard deviation are

found from Equations 4.14a and c to be x ¼ 27 psi with an sx¼ 3.8. But the tire pressure should not

vary much between two readings beyond the precision capabilities of the measurement system and

technique, so data point 9 (x ¼ 18) is a potential outlier.

Apply Chauvenet’s criterion to this data point. For N¼ 10, Equation 4.44 gives 1 � 2 � Pðz0Þð Þ
< 1=2N ¼ 1=20 ¼ 0:050. So the criterion identifies the data point as an outlier if it lies outside 1 �
0.050 ¼ 0.950, which for 10 data points is the 95% probability spread of the data. For xi ¼ 18, z0 ¼
2.368. ThenP(z0)¼P(2.368)¼ 0.4910, so that 1 � 2 � 0:4910ð Þ ¼ 0:018. As 0.018< 0.050, this test

identifies the data point x ¼ 18 as a potential outlier.

4.8 NUMBER OF MEASUREMENTS REQUIRED

We can use the previous discussions to assist in the design and planning of a test program. For

example, how many measurements, N, are required to reduce the estimated value for random error in

the sample mean to an acceptable level? To answer this question, begin with Equation 4.19:

x0 ¼ x � tv;Psx P%ð Þ ð4:19Þ

Let CI be the confidence interval in Equation 4.18, that is,

CI ¼ �tv;Psx ¼ �tv;P
sxffiffiffiffi
N

p P%ð Þ ð4:45Þ

This interval is two sided about the mean, defining a range from �tv;P
sxffiffiffi
N

p to þtv;P
sxffiffiffi
N

p . We introduce

the one-sided precision value d as

d ¼ CI

2
¼ tv;P

sxffiffiffiffi
N

p ð4:46Þ

For example, if the confidence interval is �1 units, an interval of width 2 units, then d ¼ 1 unit. It

follows that the required number of measurements is estimated by

N � tv;Psx

d

� �2

P%ð Þ ð4:47Þ

Because the degrees of freedom in t depends on N, solving Equation 4.47 requires iteration.

Equation 4.47 provides a first estimate for the number of measurements needed. How closely it

reduces the range of random error to the constraint depends on how well the assumed value of sx
approximates the population s.

A shortcoming of this method is the need to estimate sx, which could be based on experience or

other knowledge of the population. One approach is to make a preliminary number of measure-

ments, N1, to obtain an estimate of the sample variance, s2
1, to be expected. Then use s1 to estimate

the number of measurements required. The total number of measurements, NT, will be estimated by

NT � tN�1;95s1

d

� �2

95%ð Þ ð4:48Þ
This establishes that NT � N1 additional measurements are required.
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Example 4.12

Determine the number of measurements required to reduce the 95% confidence interval of

the mean value of a variable to within �1 unit, if the variance of the population is estimated to be

64 units.

KNOWN CI ¼ �1 units ¼ 2 units P ¼ 95%
d ¼ 1 s2 ¼ 64 units

ASSUMPTIONS s2 � s2
x

FIND N required

SOLUTION Equation 4.47 has two unknowns in N and t

N � tv;95sx

d

� �2

95%ð Þ

We iterate by using a trial-and-error approach until convergence. Suppose we begin by guessing that

N ¼ 61 so that tn;95 ¼ 2:00 Then, we solve Equation 4.47 with tn;95 ¼ 2:00 and sx ¼ 8 units, to find

N¼ 256. We now use N¼ 256, so that n ¼ 255 and tn;95 ¼ 1:96. This gives the new estimate of N¼
245. Repeat again with N¼ 245, so that n ¼ 244, tn;95 ¼ 1:96. We again get N¼ 245. The analysis is

converged at 245 measurements. Check the results after 245 measurements to ensure that the

variance level used was representative of the actual population.

COMMENT Since the confidence interval is reduced as N1/2, the procedure of increasing N to

decrease this interval becomes one of diminishing returns.

Example 4.13

From 21 preliminary measurements of a variable, the standard deviation of the data set is 160 units.

We want to reduce the 95% confidence interval in the mean value to �30 units. Estimate the total

number of measurements required.

KNOWN S1 ¼ 160 units N1 ¼ 21

d ¼ CI=2 ¼ 30 t20;95 ¼ 2:093

ASSUMPTIONS s2 � s2
x

FIND NT

SOLUTION At 21 measurements, the confidence interval in the mean value is �ð2:093Þð160Þ=ffiffiffiffiffi
21

p ¼ �73 units. We need to reduce this to �30 units. The total number of measurements required

is estimated by

NT � tN�1;95s1

d

� �2

¼ 2:093 � 160

30

	 
2

¼ 125 95%ð Þ

Thus, as a first guess, a total of 125 measurements are estimated to be necessary. Take an additional

104 measurements and then reanalyze to be certain that the constraint is met.
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4.9 MONTE CARLO SIMULATIONS

When a result is computed from the values of one or more independent random variables, the

variability in the independent variables directly affects the variability in the result. Monte Carlo

simulations provide one way to incorporate such variability into predicting the behavior of the

result. The simulation outcome is the predicted probability density function of the result, p(R), and

its associated statistics. This outcome makes it a very useful sampling method.

To illustrate a Monte Carlo simulation, consider result R that is a known function of two variables

through the parametric relationship, R¼ f(x,y), as in Figure 4.12. Each variable is defined by its own

probability density function,p(x) andp(y). Each iteration of a Monte Carlo simulation randomly draws

one probable value for x¼ xi and for y¼ yi from their respective density functions to compute a value

for R ¼ Ri . This iteration process continues updating the data set for R until the predicted standard

deviation for R converges to an asymptotic value (8). The quality of convergence must be traded

against the cost of the simulation but values within 1% to 5% suffice for many applications.

A Monte Carlo simulation is based on assumed distributions of variables, and so it is an

approximation. Yet if the assumed distributions are reasonable, then the result of the approximation

will be very good. The drawback is that the typical number of iterations required can be on the order

of 104 to 106. The number of iterations can be reduced using improved sampling techniques (9).

Simulations can be run within spreadsheets, Matlab, or similar programs using built-in routines

to facilitate sampling from a density function. For example, in spreadsheets, the RAND function

samples from a rectangular distribution to generate a random number between 0 and 1, which can

then be scaled to a population range. The NORMINV function samples from a normal distribution.

In Matlab, these same operations use the RAND and NORMRAND functions, respectively.

Example 4.14

A small current is passed through a resistance circuit board to achieve a prescribed voltage for a certain

application. From experience with one particular board design, a manufacturer knows it can expect a

mean resistance of 1000 V with a standard deviation of 100 V with a population best described by a

normal distribution. A nominal 100 mA current is passed through the circuit, which can be set to within

5 mA, a process described by a rectangular distribution. Each circuit is tested for tolerance control.

Model the expected population for this voltage test using a Monte Carlo simulation.

p (x)

p (y)

x, sx

y,sy

R,sR

p(R)

R = f (x, y )
Ri

yi

xi

Figure 4.12 Elements of a Monte Carlo simulation of R ¼ f(x, y, . . . )
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KNOWN �R ¼ 1000 V sR ¼ 100 V normal distribution
�I ¼ 0:100 A Imax ¼ 0:105 A Imin ¼ 0:095 A rectangular distribution

SOLUTION The parametric model is given by Ohm’s law

E ¼ f ðI;RÞ ¼ IR

where E is the result. Note that here R represents the resistance. The simulation starts by generating a

random value for I and R based on a sampling of their respective density functions. Avalue for result

E is then computed. This process repeats itself throughout the simulation.

For a rectangular function, sampling is done using a random number generator set between Imax

and Imin. The standard deviation of a rectangular distribution is ðImax � IminÞ=
ffiffiffiffiffi
12

p
. In a spreadsheet,

each ith random sample of current is given by

Ii ¼ Imin þ RANDðÞ � ðImax � IminÞ
Here ðImax � IminÞappropriately scales the RAND value to the population. Similarly, the resistance

is determined by sampling from a normal distribution. In a spreadsheet, this can be done with the

NORMINV function. Each ith random sample for resistance is given by

Ri ¼ NORMINVðRANDðÞ;R; sRÞ
As new values for I and R are created, a new voltage is computed as

Ei ¼ IiRi

This creates the population for voltage that we seek. In Figure 4.13, we show the result from 100,000

iterations showing a normal distribution with the following statistics:

Variable, x x sx sx

E [V] 100.003 10.411 0.011

I [A] 0.100 0.0029 9.1 � 10�6

R [V] 999.890 99.940 0.316

So the voltage test population is normally distributed about a mean of 100.003 V with a standard

deviation of 10.411 V.

50 70 90 110 130 150

Resistance trialsCurrent trials

Voltage

Figure 4.13 Predicted histogram for voltage (V) based on assumed distributions in current and

resistance. Results of 100,000 Monte Carlo trials in Example 4.14.
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4.10 SUMMARY

The behavior of a random variable is defined by its unique probability density function, which

provides exact information about its mean value and variability. The purpose of the measurements is

to estimate this density function based on the acquired limited data set. The normal scatter of data

about some central mean value is due to several contributing factors, including the process variable’s

own temporal unsteadiness or spatial distribution under nominally fixed operating conditions, as

well as random errors in the measurement system and in the measurement procedure. Further, a

finite number of measurements of a variable can only go so far in estimating the behavior of an entire

population of values. We discuss how estimates based on a limited data set introduce another

random error into predicting the true value of the measurement, something addressed by the sample

statistics. Statistics is a powerful tool used to interpret and present data. In this chapter, we

developed the most basic methods used to understand and quantify finite-sized data sets. Methods to

estimate the true mean value based on a limited number of data points and the random uncertainty in

such estimates were presented along with treatment of data curve fitting. A summary table of these

statistical estimators is given as Table 4.7. Monte Carlo methods were presented as a tool to predict

how variations in independent variables will affect the variation in a result. Throughout this chapter

we have assumed negligible systematic error in the data set. In the next chapter, we expand our error

considerations in our estimate of the true value of a measurement.
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Sample mean
�x ¼ 1

N

XN
i¼1

xi

Sample standard deviation sx ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

N � 1

XN
i¼1

xi � �xð Þ2

vuut
Standard deviation of the means a s�x ¼ sxffiffiffiffi

N
p

Precision interval for a single data point, xi �tv;Psx P%ð Þ
Confidence interval b,c for a mean value, �x �tv;Ps�x P%ð Þ
Confidence intervalb,d for curve fit, y ¼ f(x) �tv;P

syxffiffiffiffi
N

p P%ð Þ

aMeasure of random standard uncertainty in x.
bIn the absence of systematic errors.
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dMeasure of random uncertainty in curve fit (see conditions of Eqs. 4.37–4.39).
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NOMENCLATURE

a0, a1, . . . , am polynomial regression coefficients

fj frequency of occurrence of a value

x measured variable; measurand

xi ith measured value in a data set

x0 true mean value of the population

of x

x sample mean value of x

hxi pooled sample mean of x

p(x) probability density function of x

sx sample standard deviation x

sx sample standard deviation of the

means of x; standard random

uncertainty in x

s2
x sample variance of x

hsxi pooled sample standard deviation

of x

hsxi pooled standard deviation of the

means of x

hsxi2
pooled sample variance of x

syx standard error of the (curve) fit

between y and x; standard ran-

dom uncertainty in a curve fit

t Student’s t variable

b normalized standard variate

s true standard deviation of the pop-

ulation of x

s2 true variance of the population of x

x2 chi-squared value

n degrees of freedom

PROBLEMS

4.1 Determine the range of values containing 50% of the population of x. From a large sampling

(N > 5000), we find that x has a mean value of 5.2 units and a standard deviation of 1.0 units. Assume

x is normally distributed.

4.2 Determine the range of values containing 90% of the population of x. From a very large data set (N>
50,000), x is found to have a mean value of 192.0 units with a standard deviation of 10 units. Assume

x is normally distributed.

4.3 At a fixed operating setting, the pressure in a line downstream of a reciprocating compressor has a

mean value of 12.0 bar with a standard deviation of 1.0 bar based on a very large data set obtained

from continuous monitoring. What is the probability that the line pressure will exceed 13.0 bar

during any measurement?
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4.4 Consider the toss of four coins. There are 24 possible outcomes of a single toss. Develop a histogram

of the number of heads (one side of the coin) that can appear on any toss. Does it look like a normal

distribution? Should this be expected? What is the probability that three heads will appear on any

toss?

4.5 As a game, slide a matchbook across a table, trying to make it stop at some predefined point

on each attempt. Measure the distance from the starting point to the stopping point. Repeat

this 10, 20, through 50 times. Plot the frequency distribution from each set. Would you expect

them to look like a gaussian distribution? What statistical outcomes would distinguish a better

player?

Problems 4.6 through 4.15 refer to the three measured data sets in Table 4.8. Assume that the data

have been recorded from three replications from the same process under the same fixed operating

condition.

4.6 Develop a histogram for the data listed in column 1. Discuss each axis and describe the overall shape

of the histogram.

4.7 Develop a frequency distribution for the data given in column 3. Discuss each axis and describe its

overall shape.

4.8 Develop and compare the histograms of the three data sets represented under columns 1, 2, and 3. If

these are taken from the same process, why might the histograms vary? Do they appear to show a

central tendency?

Table 4.8 Measured Force Data for Exercise Problems

F (N) Set 1 F (N) Set 2 F (N) Set 3

51.9 51.9 51.1

51.0 48.7 50.1

50.3 51.1 51.4

49.6 51.7 50.5

51.0 49.9 49.7

50.0 48.8 51.6

48.9 52.5 51.0

50.5 51.7 49.5

50.9 51.3 52.4

52.4 52.6 49.5

51.3 49.4 51.6

50.7 50.3 49.4

52.0 50.3 50.8

49.4 50.2 50.8

49.7 50.9 50.2

50.5 52.1 50.1

50.7 49.3 52.3

49.4 50.7 48.9

49.9 50.5 50.4

49.2 49.7 51.5
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4.9 For the data in each column, determine the sample mean value, standard deviation, and standard

deviation of the means. State the degrees of freedom in each.

4.10 Explain the concept of ‘‘central tendency’’ by comparing the range of the measured values and the

sample mean values from each of the three data sets.

4.11 From the data in column 1, estimate the range of values for which you would expect 95% of all

possible measured values for this operating condition to fall. Repeat for columns 2 and 3. Discuss

these outcomes in terms of what you might expect from finite statistics.

4.12 From the data in column 1, determine the best estimate of the mean value at a 95% probability level.

How does this estimate differ from the estimates made in problem 4.11? Repeat for columns 2 and 3.

Why do the estimates vary for each data set? Discuss these outcomes in terms of what you might expect

from finite statistics if these are measuring the same measured variable during the same process.

4.13 For the data in column 3, if one additional measurement were made, estimate the interval in which

the value of this measurement would fall with a 95% probability.

4.14 Compute a pooled sample mean value for the process. State the range for the best estimate in force at

95% probability based on these data sets. Discuss whether this pooled sample mean value is

reasonable given the sample mean values for the individual data sets. Write a short essay explanation

in terms of the limitations of sample statistics, the number of measurements, variations in data sets,

and statistical estimators.

4.15 Apply the x2 goodness-of-fit test to the data in column 1 and test the assumption of a normal

distribution.

4.16 Consider a process in which the applied measured load has a known true mean of 100 N with variance

of 400 N2. An engineer takes 16 measurements at random. What is the probability that this sample

will have a mean value between 90 and 110?

4.17 A professor grades students on a normal curve. For any grade x, based on a course mean and standard

deviation developed over years of testing, the following applies:

A: x > x þ 1:6s

B: x þ 0:4s < x � x þ 1:6s

C: x � 0:4s < x � x þ 0:4s

D: x � 1:6s < x � x � 0:4s

F: x � x � 1:6s

How many A, C, and D grades are given per 100 students?

4.18 The production of a certain polymer fiber follows a normal distribution with a true mean diameter of

20 mm and a standard deviation of 30 mm. Compute the probability of a measured value greater than

80 mm. Compute the probability of a measured value between 50 and 80 mm.

4.19 An automotive manufacturer removes the friction linings from the clutch plates of drag race cars

following test runs. A sampling of 10 linings for wear show the following values (in mm): 204.5,

231.1, 157.5, 190.5, 261.6, 127.0, 216.6, 172.7, 243.8, and 291.0. Estimate the average wear and its

variance. Based on this sample, how many clutch plates out of a large set will be expected to show

wear of more than 203 mm?

4.20 Determine the mean value of the life of an electric light bulb if

p xð Þ ¼ 0:001e�0:001xx � 0

and p(x) ¼ 0 otherwise. Here x is the life in hours.
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4.21 Compare the reduction in the possible range of random error in estimating x0 by taking a sample of 16

measurements as opposed to only four measurements. Then compare 100 measurements to 25.

Explain ‘‘diminishing returns’’ as it applies to using larger sample sizes to reduce random error in

estimating the true mean value.

4.22 The variance in the strength test values of 270 bricks is 6.89 (MN/m2)2 with a mean of 6.92 MN/m2.

What is the random error in the mean value and the confidence interval at 95%?

4.23 During the course of a motor test, the motor rpm (revolutions per minute) is measured and recorded at

regular intervals as:

990 1030 950 1050 1000 980

Calculate the mean value, standard deviation and the best estimate of the true value for this data set.

Over what interval would 50% of the entire population of motor speed values fall? Test the data set

for potential outliers.

4.24 A batch of rivets is tested for shear strength. A sample of 31 rivets shows a mean strength of 924.2

MPa with a standard deviation of 18 MPa. Estimate of the mean shear strength for the batch at 95%

probability.

4.25 Three independent sets of data are collected from the population of a variable during similar process

operating condition. The statistics are found to be

N1 ¼ 16; x1 ¼ 32; sx1
¼ 3 units

N2 ¼ 21; x1 ¼ 30; sx2
¼ 2 units

N3 ¼ 9; x1 ¼ 34; sx3
¼ 6 units

Neglecting systematic errors and random errors other than the variation in the measured data set,

compute an estimate of the pooled mean value of this variable and the range in which the true mean

should lie with 95% confidence.

4.26 Eleven core samples of fresh concrete are taken by a county engineer from the loads of 11 concrete

trucks used in pouring a structural footing. After curing, the engineer tests to find a mean

compression strength of 3027 lb/in.2 with a standard deviation of 53 lb/in.2. State codes require

a minimum strength of 3000 lb/in.2 at 95% confidence. Should the footing be repoured based on a

95% confidence interval of the test data?

4.27 The following data were collected by measuring the force load acting on a small area of a beam under

repeated ‘‘fixed’’ conditions:

Reading Output (N) Reading Number Output (N)

1 923 6 916

2 932 7 927

3 908 8 931

4 932 9 926

5 919 10 923

Determine if any of these data points should be considered outliers. If so, reject the data point.

Estimate the true mean value from this data set assuming that the only error is from variations in the

data set.
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4.28 An engineer measures the diameter of 20 tubes selected at random from a large shipment. The sample

yields: x ¼ 47:5 mm and sx ¼ 8.4 mm. The manufacturer of the tubes claims that x0 ¼ 42.1 mm.

What can the engineer conclude about this claim?

4.29 In manufacturing a particular set of motor shafts, only shaft diameters of between 38.10 and 37.58

mm are usable. If the process mean is found to be 37.84 mm with a standard deviation of 0.13 mm,

what percentage of the population of manufactured shafts are usable?

For Problems 4.30 through 4.33, it would be helpful to use a least-squares software package, such

as Polynomial_fit, or the least-squares analytical capability of spreadsheet software.

4.30 Determine the static sensitivity for the following data by using a least-squares regression analysis.

Plot the data and fit including the 95% confidence interval due to random scatter about the fit.

Compare the uncertainty interval estimated by Equation 4.37 with that of Equation 4.39 and discuss

the differences.

Y: 2.7 3.6 4.4 5.2 9.2

X: 0.4 1.1 1.9 3.0 5.0

4.31 Using the following data, determine a suitable least-squares fit of the data. Which order polynomial

best fits this data set? Plot the data and the fit with 95% confidence interval on an appropriate graph.

Y: 1.4 4.7 17.3 82.9 171.6 1227.1

X: 0.5 1.1 2.0 2.9 5.1 10.0

4.32 The following data have the form y ¼ axb. Plot the data and their best fit with 95% confidence

interval. Estimate the static sensitivity at each value of X.

Y: 0.14 2.51 15.30 63.71

X: 0.5 2.0 5.0 10.0

4.33 A fan performance test yields the following data:

Q: 2000 6000 10000 14000 18000 22000

h: 5.56 5.87 5.73 4.95 3.52 1.08

where Q is flow rate in m3/s and h is static head in cm-H2O. Find the lowest-degree polynomial that

best fits the data as h¼ f(Q). Note: Physically, a second-order polynomial is a reasonable fit. Explain

your choice.

4.34 A camera manufacturer purchases glass to be ground into lenses. From experience it is known that

the variance in the refractive index of the glass is 1.25 � 10�4. The company will reject any shipment

of glass if the sample variance of 30 lenses measured at random exceeds 2.10 � 10�4. What is the

probability that such a batch of glass will be rejected even though it is actually within the normal

variance for refractive index?

4.35 The setup for grinding a type of bearing is considered under control if the bearings have a mean

diameter of 5.000 mm. Normal procedure is to measure 30 bearings each 10 minutes to monitor
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production. Production rates are 1000 per minute. What action do you recommend if such

a trial sampling of 30 bearings shows a mean of 5.060 mm with a standard deviation of 0.0025 mm?

4.36 Referring to the information in Problem 4.35, suppose the mean diameter of the bearings must be

held to within �0.2%. Based on given information, how many bearings should be measured at each

10-minute interval?

4.37 A manufacturer of general aircraft dry vacuum pumps wishes to estimate the mean failure time of its

product at 95% confidence. Initially, six pumps are tested to failure with these results (in hours of

operation): 1272, 1384, 1543, 1465, 1250, and 1319. Estimate the sample mean and the 95%

confidence interval of the true mean. How many more data points would be needed to improve the

confidence interval to be within �50 hours?

4.38 Strength tests on a batch of cold-drawn steel yield the following:

Strength (MPa) Occurrences

421–480 4

481–540 8

541–600 12

601–660 6

Test the hypothesis that the data are a random sample that follows a normal distribution.

4.39 Determine the one-sided 95th-percentile of the chi-squared distribution at 16 degrees of freedom.

Refer to Figure 4.8.

4.40 The manufacturer of an electrical fuse claims that the fuse’s link will break with a 10% electrical

overload within 12.31 minutes. Independent tests on a random sampling of 20 fuses showed the mean

time for link breakage was 10.59 minutes with a standard deviation of 2.61 minutes. Does the test

support or refute the manufacturer’s claim?

4.41 How many independent random measurements of a time-dependent acceleration signal obtained

from a vibrating vehicle under fixed operating conditions would lead to a confidence interval about

the mean of �0.5 g, if the standard deviation of the signal is expected to be 1 g?

4.42 Based on 51 measurements of a time-dependent electrical signal, the standard deviation is 1.52 V.

Find the 95% confidence interval in its true mean value. How many more measurements would be

required to provide a 95% confidence interval in the true mean to within �0.28 V?

4.43 Estimate the probability with which an observed x2 ¼ 19.0 will be exceeded if there are 10 degrees of

freedom.

4.44 A company produces a computer battery that it claims last for 8 hours on a single charge with a

standard deviation of 20 minutes. A random sampling of seven batteries are tested and found to have

a sample standard deviation of 29 minutes. What is the chi-squared value and the predicted level of

significance as represented by the test?

4.45 A conductor is insulated using an enameling process. It is known that the number of insulation breaks

per meter of wire is 0.07. What is the probability of finding x breaks in a piece of wire 5 m long? Use

the Poisson distribution.

4.46 We know that 2% of the screws made by a certain machine are defective with the defects occurring

randomly. The screws are packaged 100 to a box. Estimate the probability that a box will contain x

defective screws. (a) Use the Binomial distribution. (b) Use the Poisson distribution.
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4.47 An optical velocity measuring instrument provides an updated signal on the passage of small

particles through its focal point. Suppose the average number of particles passing in a given time

interval is 4. Estimate the probability of observing x particle passages in a given time. Use the

Poisson distribution for x ¼ 1 through 10.

4.48 Correlation implies association but does not imply cause and effect. Provide an example in which

variable y may be well associated (correlated) with variable x through some relation but in which

there is little to no cause-and-effect relation between them. Discuss your reasoning.

4.49 A cantilever is loaded at its tip. Tip deflection is measured. The following results are obtained with 10

repetitions of loading (cm):

5.30 5.73 6.77 5.26 4.33 5.45 6.09 5.64 5.81 5.75

Determine the mean value, standard deviation and the best estimate of the true value for this data set.

Over what interval would 50% of the entire population of tip deflection values fall?

4.50 For the data set for cantilever tip deflection in the previous problem, test for outliers using Chauvenet’s

criterion.Recomputeasnecessary:meanvalue,standarddeviation,and thebestestimateof thetruevalue

for this data set. Over what interval would 50% of the entire population of tip deflection values fall?

4.51 A small sample (N ¼ 7) of the static coefficient of friction (m) between two materials is measured

with the following data set:

0.0043 0.0050 0.0053 0.0047 0.0031 0.0051 0.0049

Test the data for outliers. Determine the mean value and its confidence.

4.52 ASTM F558 describes a method to test the flow performance of vacuum cleaners. To establish

performance, it requires a minimum of three units of a model be tested in a prescribed manner and

repeated three times (trials) for each unit. If the spread between the maximum and minimum values in

the trials exceeds 6% of the maximum trial value, that unit is to be retested (repeatability limit). The

following test data are recorded. Establish the mean and standard deviation for each unit and test that

repeatability limits are met. Performance is in units of air watts (flow rate times suction pressure).

Air Power (W) Unit 1 Unit 2 Unit 3

Trial 1 293.5 274.6 301.4

Trial 2 290.7 273.6 296.8

Trial 3 276.1 281.8 296.1

4.53 Following the information of Problem 4.52, ASTM 558 requires calculating the 90% confidence

interval for each unit tested. If that confidence interval exceeds 5% of the mean value found for that

unit, then that unit and its test results must be discarded and a new unit must be taken from the

population and tested. Based on the data set in the preceding problem, must another unit be tested? If

not, report the pooled mean for the model.

4.54 To demonstrate the expected frequency of obtaining heads in a coin toss of 10 tries, you are to

generate a histogram from repeated trials (1 trial ¼ 10 tosses). In generating the histogram, continue

until your expected frequency converges on a value. You might use a spreadsheet or Matlab to

conduct a Monte Carlo simulation recognizing that obtaining either a heads or tails outcome in a

single toss is a random event with equal probability.

4.55 Conduct a Monte Carlo simulation to predict the statistical outcome of a planned test to measure drag

coefficient, CD ¼ D= 0:5rU2A
� �

, on an airplane wing model. Experience shows that drag, D, and
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density, r, follow normal distributions, while velocity, U, and area, A, follow rectangular distribu-

tions. Expected values are given below. Determine the mean, standard deviation, number of iterations

for convergence, and the histogram for CD.

�D ¼ 5 N

sD ¼ 0:5 N

�U ¼ 10 m=s

9 � U � 10 m=s

�r ¼ 1:225 kg=m3

sr ¼ 0:012 kg=m3
A ¼ 0:50 m2

0:48 � A � 0:52 m2

4.56 Run program Finite Population. Describe the evolution of the measured histogram as N increases.

Why do the statistical values keep changing? Is there a tendency in these values?

4.57 Run program Running Histogram. Study the influence of the number of data points and the number

of intervals on the shape of the histogram and magnitude of each interval. Describe this influence.

Why are some values ‘‘out of range?’’

4.58 Run program Probability Density. Vary the sample size and number of intervals used to create the

density function. Why does it change shape with each new data set?
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Chapter 5

Uncertainty Analysis

5.1 INTRODUCTION

Whenever we plan a test or later report a test result, we need to know something about the quality of

the results. Uncertainty analysis provides a methodical approach to estimating the quality of the

results from an anticipated test or from a completed test. This chapter focuses on how to estimate the

‘‘� what?’’ in a planned test or in a stated test result.

Suppose the competent dart thrower of Chapter 1 tossed several practice rounds of darts at a bull’s-

eye. This would give us a good idea of the thrower’s tendencies. Then, let the thrower toss another

round. Without looking, can you guess where the darts will hit? Test measurements that include

systematic and random error components are much like this. We can calibrate a measurement system

to get a good idea of its behavior and accuracy. However, from the calibration we can only estimate

how well any measured value might estimate the actual ‘‘true’’ value in a subsequent measurement.

Errors are a property of the measurement. Measurement is the process of assigning a value to

a physical variable based on a sampling from the population of that variable. Error causes a difference

between the value assigned by measurement and the true value of the population of the variable.

Measurement errors are introduced from various elements, for example, the individual instrument

calibrations, the data set finite statistics, and the approach used. But because we do not know the true

value and we only know the measured values, we do not know the exact values of errors. Instead, we

draw from what we do know about the measurement to estimate a range of probable error. This

estimate is an assigned value called the uncertainty. The uncertainty describes an interval about the

measured value within which we suspect that the true value must fall with a stated probability.

Uncertainty analysis is the process of identifying, quantifying, and combining the errors.

Uncertainty is a property of the result. The outcome of a measurement is a result, and the

uncertainty quantifies the quality of that result. Uncertainty analysis provides a powerful design tool

for evaluating different measurement systems and methods, designing a test plan, and reporting

uncertainty. This chapter presents a systematic approach for identifying, quantifying, and combin-

ing the estimates of the errors in a measurement. While the chapter stresses the methodology of

analyses, we emphasize the concomitant need for an equal application of critical thinking and

professional judgment in applying the analyses. The quality of an uncertainty analysis depends on

the engineer’s knowledge of the test, the measured variables, the equipment, and the measurement

procedures (1).

Errors are effects, and uncertainties are numbers. While errors are the effects that cause a

measured value to differ from the true value, the uncertainty is an assigned numerical value that

quantifies the probable range of these errors.
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This chapter approaches uncertainty analysis as an evolution of information from test design

through final data analysis. While the structure of the analysis remains the same at each step, the number

of errors identified and their uncertainty values may change as more information becomes available. In

fact, the uncertainty in the result may increase. There is no exact answer to an analysis, just the result

from a reasonable approach using honest numbers. This is the nature of an uncertainty analysis.

There are two accepted professional documents on uncertainty analysis. The American

National Standards Institute/American Society of Mechanical Engineers (ANSI/ASME) Power

Test Codes (PTC) 19.1 Test Uncertainty (2) is the United States engineering test standard, and our

approach favors that method. The International Organization on Standardization’s ‘‘Guide to the

Expression of Uncertainty in Measurement’’ (ISO GUM) (1) is an international metrology standard.

The two differ in some terminology and how errors are cataloged. For example, PTC 19.1 refers to

random and systematic errors, terms that classify errors by how they manifest themselves in the

measurement. ISO GUM refers to type A and type B errors, terms that classify errors by how their

uncertainties are estimated. These differences are real but they are not significant to the outcome.

Once past the classifications, the two methods are quite similar. The important point is that the end

outcome of an uncertainty analysis by either method will yield a similar result!

Upon completion of this chapter, the reader will be able to

� explain the relation between an error and an uncertainty,

� execute an appropriate uncertainty analysis regardless of the level and quantity of information

available,

� explain the differences between systematic and random errors and treat their assigned

uncertainties,

� analyze a test system and test approach from test design through data presentation to assign

and propagate uncertainties, and

� propagate uncertainties to understand their impact on the final statement of a result.

5.2 MEASUREMENT ERRORS

In the discussion that follows, errors are grouped into two categories: systematic error and random

error. We do not consider measurement blunders that result in obviously fallacious data—such data

should be discarded.

Consider the repeated measurement of a variable under conditions that are expected to produce

the same value of the measured variable. The relationship between the true value of the population

and the measured data set, containing both systematic and random errors, can be illustrated as in

Figure 5.1. The total error in a set of measurements obtained under seemingly fixed conditions can

be described by the systematic errors and the random errors in those measurements. The systematic

errors shift the sample mean away from the true mean by a fixed amount, and within a sample of

many measurements, the random errors bring about a distribution of measured values about the

sample mean. Even a so-called accurate measurement contains small amounts of systematic and

random errors.

Measurement errors enter during all aspects of a test and obscure our ability to ascertain the

information that we desire: the true value of the variable measured. If the result depends on more

than one measured variable, these errors further propagate to the result. In Chapter 4, we stated that

the best estimate of the true value sought in a measurement is provided by its sample mean value and
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the uncertainty in that value,

x0 ¼ x� ux ðP%Þ ð4:1Þ
But we considered only the random uncertainty due to the statistics of a measured data set. In this

chapter, we extend this to uncertainty analysis so that the ux term contains the uncertainties assigned

to all known errors. Certain assumptions are implicit in an uncertainty analysis:

1. The test objectives are known and the measurement itself is a clearly defined process.

2. Any known corrections for systematic error have been applied to the data set, in which case

the systematic uncertainty assigned is the uncertainty of the correction.

3. Except where stated otherwise, we assume a normal distribution of errors and reporting of

uncertainties.

4. Unless stated otherwise, the errors are assumed to be independent (uncorrelated) of each

other. But some errors are correlated, and we discuss how to handle these in Section 5.9.

5. The engineer has some ‘‘experience’’ with the system components.

In regards to item 5, by ‘‘experience’’ we mean that the engineer either has prior knowledge of what

to expect from a system or can rely on the manufacturer’s performance specifications or on

information from the technical literature.

We might begin the design of an engineering test with an idea and some catalogs, and

end the project after data have been obtained and analyzed. As with any part of the design process,

the uncertainty analysis evolves as the design of the measurement system and process matures.

We discuss uncertainty analysis for the following measurement situations: (1) design stage,

where tests are planned but information is limited; (2) advanced stage or single measurement,

where additional information about process control can be used to improve a design-stage un-

certainty estimate; and (3) multiple measurements, where all available test information is combined

to assess the uncertainty in a test result. The methods for situation 3 follow current engineering

standards.
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5.3 DESIGN-STAGE UNCERTAINTY ANALYSIS

Design-stage uncertainty analysis refers to an analysis performed in the formulation stage prior to a

test. It provides only an estimate of the minimum uncertainty based on the instruments and method

chosen. If this uncertainty value is too large, then alternate approaches will need to be found. So, it is

useful for selecting instruments and selecting measurement techniques. At the test design stage, the

measurement system and associated procedures may be but a concept. Often little may be known

about the instruments, which in many cases might still be just pictures in a catalog. Major facilities

may need to be built and equipment ordered with a considerable lead time. Uncertainty analysis at

this time is used to assist in selecting equipment and test procedures based on their relative

performance. In the design stage, distinguishing between systematic and random errors might be too

difficult to be of concern. So for this initial discussion, consider only sources of error and their

assigned uncertainty in general. A measurement system usually consists of sensors and instruments,

each with their respective contributions to system uncertainty. We first discuss individual contribu-

tions to uncertainty.

Even when all errors are otherwise zero, a measured value must be affected by our ability to

resolve the information provided by the instrument. This zero-order uncertainty of the instrument,

u0, assumes that the variation expected in the measured values will be only that amount due to

instrument resolution and that all other aspects of the measurement are perfectly controlled.

Essentially, u0 is an estimate of the expected random uncertainty caused by the data scatter due to

instrument resolution.

In lieu of any other information, assign a numerical value to u0 of one-half of the analog

instrument resolution1 or to equal to its digital least count. This value will reasonably represent the

uncertainty interval on either side of the reading with a probability of 95%. Then,

u0 ¼ 1

2
resolution ¼ 1 LSD ð5:1Þ

where LSD refers to the least significant digit of the readout.

Note that because we assume that the error has a normal distribution with its uncertainty applied

equally to either side of the reading, we could write this as

u0 ¼ � 1

2
resolution ð95%Þ

But unless specifically stated otherwise, the � sign for the uncertainty will be assumed for any

computed uncertainty value and applied only when writing the final uncertainty interval of a result.

The second piece of information that is usually available is the manufacturer’s statement

concerning instrument error. We can assign this stated value as the instrument uncertainty, uc.

Essentially, uc is an estimate of the expected systematic uncertainty due to the instrument. If no

probability level is provided with such information, a 95% level can be assumed.

Sometimes the instrument errors are delineated into parts, each part due to some contributing

factor (Table 1.1). A probable estimate in uc can be made by combining the uncertainties of known

errors in some reasonable manner. An accepted approach of combining uncertainties is termed the

root-sum-squares (RSS) method.

1 It is possible to assign a value for u0 that differs from one-half the scale resolution. Discretion should be used. Instrument

resolution is likely described by either a normal or a rectangular distribution, depending on the instrument.
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Combining Elemental Errors: RSS Method

Each individual measurement error interacts with other errors to affect the uncertainty of a

measurement. This is called uncertainty propagation. Each individual error is called an ‘‘elemental

error.’’ For example, the sensitivity error and linearity error of a transducer are two elemental errors,

and the numbers associated with these are their uncertainties. Consider a measurement of x that is

subject to some K elements of error, each of uncertainty uk, where k ¼ 1; 2; . . . ;K. A realistic

estimate of the uncertainty in the measured variable, ux, due to these elemental errors can be

computed using the RSS method to propagate the elemental uncertainties:

ux ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2

1 þ u2
2 þ � � � þ u2

k

q

¼
ffiffiffiffiffiffiffiffiffiffiffiffiXK
k¼1

u2
k

vuut ðP%Þ
ð5:2Þ

The RSS method of combining uncertainties is based on the assumption that the square of an

uncertainty is a measure of the variance (i.e., s2) assigned to an error, and the propagation of these

variances yields a probable estimate of the total uncertainty. Note that it is imperative to maintain

consistency in the units of each uncertainty in Equation 5.2 and that each uncertainty term be

assigned at the same probability level.

In test engineering, it is common to report final uncertainties at a 95% probability level

ðP% ¼ 95%Þ, and this is equivalent to assuming the probability covered by two standard deviations.

When a probability level equivalent to a spread of one standard deviation is used, this uncertainty is

called the ‘‘standard’’ uncertainty (1, 2). For a normal distribution, a standard uncertainty is a 68%

probability level. Whatever level is used, consistency is important.

Design-Stage Uncertainty

The design-stage uncertainty, ud, for an instrument or measurement method is an interval found by

combining the instrument uncertainty with the zero-order uncertainty,

ud ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2

0 þ u2
c

q
ðP%Þ ð5:3Þ

This procedure for estimating the design-stage uncertainty is outlined in Figure 5.2. The design-

stage uncertainty for a test system is arrived at by combining each of the design-stage uncertainties

for each component in the system using the RSS method while maintaining consistency of units and

confidence levels.

Due to the limited information used, a design-stage uncertainty estimate is intended only as a

guide for selecting equipment and procedures before a test, and is never used for reporting results. If

additional information about other measurement errors is known at the design stage, then their

ud = u0
2 + uc

2

Design-stage uncertainty

zero-order uncertainty
u0

Instrument uncertainty
uc

Figure 5.2 Design-stage uncertainty procedure in combin-

ing uncertainties.
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uncertainties can and should be used to adjust Equation 5.3. So Equation 5.3 provides a minimum

value for design stage uncertainty. In later sections of this chapter, we move towards more thorough

uncertainty analyses.

Example 5.1

Consider the force measuring instrument described by the following catalog data. Provide an estimate

of the uncertainty attributable to this instrument and the instrument design-stage uncertainty.

Resolution: 0.25 N

Range: 0 to 100 N

Linearity error: within 0.20 N over range

Hysteresis error: within 0.30 N over range

KNOWN Catalog specifications

ASSUMPTIONS Instrument uncertainty at 95% level; normal distribution

FIND uc, ud

SOLUTION We follow the procedure outlined in Figure 5.2. An estimate of the instrument

uncertainty depends on the uncertainty assigned to each of the contributing elemental errors of

linearity, e1, and hysteresis, e2, respectively assigned as

u1 ¼ 0:20 N u2 ¼ 0:30 N

Then using Equation 5.2 with K ¼ 2 yields

uc ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð0:20Þ2 þ ð0:30Þ2

q
¼ 0:36 N

The instrument resolution is given as 0.25 N, from which we assume u0 ¼ 0:125 N. From Equation

5.3, the design-stage uncertainty of this instrument would be

ud ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2

0 þ u2
c

q
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð0:36Þ2 þ ð0:125Þ2

q
¼�0:38 N ð95%Þ

COMMENT The design-stage uncertainty for this instrument is simply an estimate based on the

‘‘experience’’ on hand, in this case the manufacturer’s specifications. Additional information might

justify modifying these numbers or including additional known elemental errors into the analysis.

Example 5.2

A voltmeter is used to measure the electrical output signal from a pressure transducer. The nominal

pressure is expected to be about 3 psi (3 lb/in.2¼ 0.2 bar). Estimate the design-stage uncertainty

in this combination. The following information is available:
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Voltmeter

Resolution: 10 mV

Accuracy: within 0.001% of reading

Transducer

Range: �5 psi (��0.35 bar)

Sensitivity: 1 V/psi

Input power: 10 VDC � 1%

Output: �5 V

Linearity error: within 2.5 mV/psi over range

Sensitivity error: within 2 mV/psi over range

Resolution: negligible

KNOWN Instrument specifications

ASSUMPTIONS Values at 95% probability; normal distribution of errors

FIND uc for each device and ud for the measurement system

SOLUTION The procedure in Figure 5.2 is used for both instruments to estimate the design-

stage uncertainty in each. The resulting uncertainties are then combined using the RSS approxi-

mation to estimate the system ud.

The uncertainty in the voltmeter at the design stage is given by Equation 5.3 as

udð ÞE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
uoð Þ2

E þ ucð Þ2
E

q
From the information available,

u0ð ÞE ¼ 5 mV

For a nominal pressure of 3 psi, we expect to measure an output of 3 V. Then,

ucð ÞE ¼ 3 V � 0:00001ð Þ ¼ 30 mV

so that the design-stage uncertainty in the voltmeter is

udð ÞE ¼ 30:4 mV

The uncertainty in the pressure transducer output at the design stage is also found using

Equation 5.2. Assuming that we operate within the input power range specified, the instrument

output uncertainty can be estimated by considering the uncertainty in each of the instrument

elemental errors of linearity, e1, and sensitivity, e2:

ucð Þp ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2

1 þ u2
2

p
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2:5 mV=psi � 3 psið Þ2 þ 2 mV=psi � 3 psið Þ2

q
¼ 9:61 mV

Since (u0) � 0 V/psi, the design-stage uncertainty in the transducer in terms of indicated voltage is

udð Þp ¼ 9:61 mV.
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Finally, ud for the combined system is found by using the RSS method for the design-stage

uncertainties of the two devices. The design-stage uncertainty in pressure as indicated by this

measurement system is estimated to be

ud ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
udð Þ2

E þ udð Þ2
p

q
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:030 mVð Þ2 þ 9:61 mVð Þ2

q
¼�9:61 mV 95%ð Þ

But since the sensitivity is 1 V/psi, the uncertainty in pressure can be stated as

ud ¼ �0:0096 psi 95%ð Þ

COMMENT Note that essentially all of the uncertainty is due to the transducer. Design-stage

uncertainty analysis shows us that a better transducer, not a better voltmeter, is needed if we must

improve the uncertainty in this measurement!

5.4 IDENTIFYING ERROR SOURCES

Design-stage uncertainty provides essential information to assess instrument selection and, to a

limited degree, the measurement approach. But it does not address all of the possible errors that

influence a measured result. Here we provide a helpful checklist of common errors. It is not

necessary to classify error sources as we do here, but it is a good bookkeeping practice.

Consider the measurement process as consisting of three distinct stages: calibration, data

acquisition, and data reduction. Errors that enter during each of these steps can be grouped under

their respective error source heading: (1) calibration errors, (2) data-acquisition errors, and (3) data-

reduction errors. Within each of these three error source groups, list the types of errors encountered.

Such errors are the elemental errors of the measurement. Later, we will assign uncertainty values to

each error. Do not become preoccupied with these groupings. Use them as a guide. If you place an

error in an ‘‘incorrect’’ group, it is okay. The final uncertainty is not changed!

Calibration Errors

Calibration in itself does not eliminate system errors but it can help to quantify the uncertainty in

the particular pieces of equipment used. Calibration errors include those elemental errors that enter

the measuring system during its calibration. Calibration errors tend to enter through three sources:

(1) the standard or reference value used in the calibration, (2) the instrument or system under

calibration, and (3) the calibration process. For example, the laboratory standard used for

calibration contains some inherent uncertainty, and this is passed along with the input value on

which the calibration is based. Measuring system errors, such as linearity, repeatability, hysteresis,

and so forth, contribute uncertainty. Depending on how the calibration is done, there can be a

difference between the value supplied by the standard and the value actually sensed by the

measuring system. These effects are built into the calibration data. In Table 5.1, we list the

common elemental errors contributing to this error source group.
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Data-Acquisition Errors

An error that arises during the act of measurement is listed as a data-acquisition error. These

errors include sensor and instrument errors unaccounted for by calibration; uncontrolled

variables, such as changes or unknowns in measurement system operating conditions; and

sensor installation effects on the measured variable. In addition, the quality of the statistics of

sampled variables is affected by sample size and assumed distributions, and any temporal and

spatial variations, all contributing to uncertainty. We list some common elemental errors from

this source in Table 5.2.

Data-Reduction Errors

Curve fits and correlations with their associated unknowns (Section 4.6) introduce data-reduction

errors into test results. Also, truncation errors, interpolation errors, and errors from assumed models

or functional relationships affect the quality of a result. We list elemental errors typical of this error

source group in Table 5.3.

Table 5.2 Data-Acquisition Error Source Group

Element Error Sourcea

1 Measurement system operating conditions

2 Sensor–transducer stage (instrument error)

3 Signal conditioning stage (instrument error)

4 Output stage (instrument error)

5 Process operating conditions

6 Sensor installation effects

7 Environmental effects

8 Spatial variation error

9 Temporal variation error

etc.

aSystematic error or random error in each element.

Note: A total input-to-output measurement system calibration com-

bines elements 2, 3, 4, and possibly 1 within this error source group.

Table 5.1 Calibration Error Source Group

Element Error Sourcea

1 Standard or reference value errors

2 Instrument or system errors

3 Calibration process errors

4 Calibration curve fit (or see Table 5.3)

etc.

aSystematic error or random error in each element.

5.4 Identifying Error Sources 169



E1C05 09/14/2010 14:36:26 Page 170

5.5 SYSTEMATIC AND RANDOM ERRORS

Systematic Error

A systematic error2 remains constant in repeated measurements under fixed operating conditions. A

systematic error may cause either a high or a low offset in the estimate of the true value of the

measured variable. Because its effect is constant, it can be difficult to estimate the value of a

systematic error or in many cases even recognize its presence. Accordingly, an estimate of the range

of systematic error is represented by an interval, defined as �b. The value b is the estimate of the

systematic standard uncertainty. Its interval has a confidence level of one standard deviation,

equivalent to a probability level of 68% for a normal distribution. The systematic uncertainty at any

confidence level is given by tn;Pb, or simply tb. The interval defined by the systematic uncertainty at

the 95% probability level is written as

�B ¼ �2b 95%ð Þ ð5:4Þ
which assigns a value of t¼ 2. This t value assumes large degrees of freedom in an assigned

systematic uncertainty for which t¼ 1.96, which is rounded to 2 for convenience (2).

The reader has probably experienced systematic errors in measurements. Improperly using the

floating tang at the end of a metal tape measure will offset the measurement, a systematic error. A

more obvious example is reporting the barefoot height of a person based on a measurement taken

while the person was wearing high-heeled shoes. In this case this systematic error, a data-acquisition

error, is the height of the heels. But these errors are obvious!

Consider a home bathroom scale; does it have a systematic error? How might we assign an

uncertainty to its indicated weight? Perhaps we can calibrate the scale using calibrated standard

masses, account for local gravitational acceleration, and correct the output, thereby estimating the

systematic error of the measurement (i.e., direct calibration against a local standard). Or perhaps we

can compare it to a measurement taken in a physician’s office or at the gym and compare each

reading (i.e., a sort of interlaboratory comparison). Or perhaps we can carefully measure the

person’s volume displacement in water and compare the results to estimate differences (i.e.,

concomitant methodology). Or, we can use the specification provided by the manufacturer (i.e.,

experience). Without any of the above, what value would we assign? Would we even suspect a

systematic error?

Table 5.3 Data-Reduction Error Source Group

Element Error Sourcea

1 Curve fit error

2 Truncation error

3 Modeling error

etc.

aSystematic error or random error in each element.

2 This error was called a ‘‘bias’’ error in engineering documents prior to the 1990s.
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But let us think about this. The insidious aspect of systematic error has been revealed. Why

doubt a measurement indication and suspect a systematic error? The mean value of the data set may

be offset from some true value that we do not know. Figuratively speaking, there will be no shoe

heels staring at us. Experience teaches us to think through each measurement carefully because

systematic error is always present at some magnitude. We see that it is difficult to estimate

systematic error without comparison, so a good design should include some means to estimate it.

Various methodologies can be utilized: (1) calibration, (2) concomitant methodology, (3) inter-

laboratory comparisons, or (4) judgment/experience. When available, calibration using a suitable

standard and method can reduce instrument systematic error to predictable intervals and estimate

its associated uncertainty. A quality instrument may come with a certified calibration certificate.

Concomitant methodology, which is using different methods of estimating the same thing, allows

for comparing the results. Concomitant methods that depend on different physical measurement

principles are preferable, as are methods that rely on calibrations that are independent of each other.

In this regard, analytical methods could be used for comparison3 or at least to estimate the range of

systematic error due to influential sources such as environmental conditions, instrument response

errors, and loading errors. Lastly, an elaborate but good approach is through interlaboratory

comparisons of similar measurements, an excellent replication method. This approach introduces

different instruments, facilities, and personnel into an otherwise similar measurement procedure.

The variations in the results between facilities provide a statistical estimate of the systematic

uncertainty (2).

In lieu of the above, a judgment value based on past experience may have to be assigned; these

values are usually understood to be made at the 95% confidence level. For example, the value that

first came to mind to you in the bathroom scale example above likely covered a 95% interval.

Note that calibration cannot eliminate systematic error, but it may reduce uncertainty. Consider

the calibration of a temperature transducer against a National Institute of Standards and Technology

(NIST) standard certified to be correct to within 0.01�C. If the calibration data show that the

transducer output has a systematic offset of 0.2�C relative to the standard, then we would just correct

all the data obtained with this transducer by 0.2�C. Simple enough, we correct it! But the standard

itself still has an intrinsic systematic uncertainty of 0.01�C, and this uncertainty remains in the

calibrated transducer. We would include any uncertainty in the correction value applied.

Random Error

When repeated measurements are made under fixed operating conditions, random errors manifest

themselves as scatter of the measured data. Random error4 is introduced through the repeatability

and resolution of the measurement system components, calibration, and measurement procedure

and technique; by the measured variable’s own temporal and spatial variations; and by the variations

in the process operating and environmental conditions from which measurements are taken.

The estimate of the probable range of a random error is given by its random uncertainty. The

random standard uncertainty,sx, is defined by the interval given by �sx, where

sx ¼ sx=
ffiffiffiffi
N

p
ð5:5Þ

3 Smith and Wenhofer (3) provide examples for determining jet engine thrust, and several complementary measurements are

used with an energy balance to estimate the uncertainty assigned to the systematic error.
4 This error was called a ‘‘precision’’ error in engineering documents prior to the 1990s.
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with degrees of freedom n ¼ N 	 1 and assuming the errors are normally distributed.5 The interval

has a confidence level of one standard deviation, equivalent to a probability of 68% for a population

of x having a normal distribution. The random uncertainty at a desired confidence level is defined by

the interval �tv;Psx, where t is found from Table 4.4.

5.6 UNCERTAINTY ANALYSIS: ERROR PROPAGATION

Suppose we want to determine how long it would take to fill a swimming pool from a garden hose.

One way is to measure the time required to fill a bucket of known volume to estimate the flow rate

from the garden hose. Armed with a measurement of the volume of the pool, we can calculate the

time to fill the pool. Clearly, small errors in estimating the flow rate from the garden hose would

translate into large differences in the time required to fill the pool! Here we are using measured

values, the flow rate and volume, to estimate a result, the time required to fill the pool.

Very often in engineering, results are determined through a functional relationship with measured

values. For example, we just calculated a flow rate above by measuring time, t, and bucket volume, 8,

sinceQ ¼ f ðt; 8Þ ¼ 8=t. But how do uncertainties in either measured quantity contribute to uncertainty

in flow rate? Is the uncertainty in Q more sensitive to uncertainty in volume or in time? More generally,

how are uncertainties in variables propagated to a calculated result? We now explore these questions.

Propagation of Error

A general relationship between some dependent variable y and a measured variable x, that is,

y ¼ f ðxÞ, is illustrated in Figure 5.3. Now suppose we measure x a number of times at some

operating condition so as to establish its sample mean value and the uncertainty due to random error

in this mean value, tn;Psx, which for convenience we write simply as tsx. This implies that,

neglecting other random and systematic errors, the true value for x lies somewhere within the

interval x� tsx. It is reasonable to assume that the true value of y, which is determined from the

measured values of x, falls within the interval defined by

y� dy ¼ f x� tsxð Þ ð5:6Þ
Expanding this as a Taylor series yields

y� dy ¼ f xð Þ � dy

dx

� �
x¼x

tsx þ 1

2

d2y

dx2

� �
x¼x

ðtsxÞ2 þ � � �
� �

ð5:7Þ

By inspection, the mean value for y must be f xð Þ so that the term in brackets estimates �dy. A linear

approximation for dy can be made, which is valid when tsx is small and neglects the higher order

terms in Equation 5.7, as

dy � dy

dx

� �
x¼x

tsx ð5:8Þ

The derivative term, dy=dxð Þx¼x, defines the slope of a line that passes through the point specified

by x. For small deviations from the value of x, this slope predicts an acceptable, approximate

5 The estimate of standard uncertainty when estimated from a rectangular distribution (11) is ðb	 aÞ= ffiffiffiffiffi
12

p
, where b and a

were defined in Table 4.2. The probability is about 58%.
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relationship between tsx and dy. The derivative term is a measure of the sensitivity of y to changes in

x. Since the slope of the curve can be different for different values of x, it is important to evaluate the

slope using a representative value of x. The width of the interval defined by �tsx corresponds to

�dy, within which we should expect the true value of y to lie. Figure 5.3 illustrates the concept that

errors in a measured variable are propagated through to a resultant variable in a predictable way. In

general, we apply this analysis to the errors that contribute to the uncertainty in x, written as ux. The

uncertainty in x is related to the uncertainty in the resultant y by

uy ¼ dy

dx

� �
x¼x

ux ð5:9Þ

Compare the similarities between Equations 5.8 and 5.9 and in Figure 5.3.

This idea can be extended to multivariable relationships. Consider a result R, which is determined

through some functional relationship between independent variables x1; x2; . . . ; xL defined by

R ¼ f 1 x1; x2; . . . ; xLf g ð5:10Þ
where L is the number of independent variables involved. Each variable contains some measure of

uncertainty that affects the result. The best estimate of the true mean value R0 would be stated as

R0 ¼ R� uR P%ð Þ ð5:11Þ
where the sample mean of R is found from

R ¼ f 1 x1; x2; . . . ; xLf g ð5:12Þ
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Figure 5.3 Relationship between a measured variable and a resultant calculated using the value of

that variable.
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and the uncertainty in R is found from

uR ¼ f 1 ux1
; ux2

; . . . ; uxL
� � ð5:13Þ

In Equation 5.13, each uxi ; i ¼ 1; 2; . . . ; L represents the uncertainty associated with the best

estimate of x1 and so forth through xL. The value of uR reflects the contributions of the individual

uncertainties as they are propagated through to the result.

A general sensitivity index, ui, results from the Taylor series expansion, Equation 5.9, and the

functional relation of Equation 5.10 and is given by

ui ¼ qR
qxix¼x

i ¼ 1; 2; . . . ; L ð5:14Þ

The sensitivity index relates how changes in each xi affect R. Equation 5.14 can also be estimated

numerically using finite differencing methods (5), which can be easily done within a spreadsheet or

symbolic software package. The index is evaluated using either the mean values or, lacking these

estimates, the expected nominal values of the variables.

The contribution of the uncertainty in x to the result R is estimated by the term uiuxi . The most

probable estimate of uR is generally accepted as that value given by the second power relation (4),

which is the square root of the sum of the squares (RSS). The propagation of uncertainty in the

variables to the result is by

uR ¼
XL
i¼1

ðuiuxiÞ2

" #1=2

ð5:15Þ

Sequential Perturbation

A numerical approach can also be used to estimate the propagation of uncertainty through to a result

that circumvents the direct differentiation of the functional relations (6). The approach is handy to

reduce data already stored in discrete form.

The method uses a finite difference method to approximate the derivatives:

1. Based on measurements for the independent variables under some fixed operating condition,

calculate a result Ro where Ro ¼ f x1; x2; . . . ; xLð Þ. This value fixes the operating point for

the numerical approximation (e.g., see Fig. 5.3).

2. Increase the independent variables by their respective uncertainties and recalculate the result

based on each of these new values. Call these values Rþ
i . That is,

Rþ
1 ¼ f x1 þ ux1; x2; . . . ; xLð Þ;

Rþ
2 ¼ f x1; x2 þ ux2; . . . ; xLð Þ; . . .

Rþ
L ¼ f x1; x2; . . . ; xL þ uxLð Þ;

ð5:16Þ

3. In a similar manner, decrease the independent variables by their respective uncertainties and

recalculate the result based on each of these new values. Call these values R	
i .

4. Calculate the differences dRþ
i and dR	

i for i ¼ 1; 2; . . . ;L

dRþ
i ¼ Rþ

i 	 Ro

dR	
i ¼ R	

i 	 Ro
ð5:17Þ
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5. Evaluate the approximation of the uncertainty contribution from each variable,

dRi ¼ dRþ
i 	 dR	

i

2
� uiui ð5:18Þ

Then, the uncertainty in the result is

uR ¼
XL
i¼1

dRið Þ2

" #1=2

ð5:19Þ

Equations 5.15 and 5.19 provide two methods for estimating the propagation of uncertainty to a

result. In most cases, each equation yields nearly the identical result and the choice of method is left

to the user. The method can also be used to estimate just the sensitivity index of Equation 5.14 (2). In

this case, steps 2 and 3 would apply a small deviation value, typically 1% of the nominal value of the

variable, used in place of the actual uncertainty to estimate the derivative (5).

We point out that sometimes either method may calculate unreasonable estimates of uR. When

this happens the cause can be traced to a sensitivity index that changes rapidly with small changes in

the independent variable xi coupled with a large value of the uncertainty uxi. This occurs when the

operating point is close to an minima or maxima inflection in the functional relationship. In these

situations, the engineer should examine the cause and extent of the variation in sensitivity and use a

more accurate approximation for the sensitivity, including using the higher order terms in the Taylor

series of Equation 5.7.

In subsequent sections, we develop methods to estimate the uncertainty values from available

information.

Example 5.3

For a displacement transducer having the calibration curve, y ¼ KE, estimate the uncertainty in

displacement y for E ¼ 5:00 V, if K ¼ 10:10 mm/V with uK ¼ �0:10 mm/V and uE ¼ �0:01 V at

95% confidence.

KNOWN y ¼ KE

E ¼ 5:00 V uE ¼ 0:01 V

K ¼ 10:10 mm/V uK ¼ 0:10 mm/V

FIND uy

SOLUTION Based on Equations 5.12 and 5.13, respectively,

y ¼ f E;K
	 


and uy ¼ f uE; uKð Þ
From Equation 5.15, the uncertainty in the displacement at y ¼ KE is

uy ¼ uEuEð Þ2 þ uKuKð Þ2
h i1=2

where the sensitivity indices are evaluated from Equation 5.14 as

uE ¼ qy
qE

¼ K and uK ¼ qy
qK

¼ E
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or we can write Equation 5.15 as

uy ¼ KuEð Þ2 þ EuKð Þ2
h i1=2

The operating point occurs at the nominal or the mean values ofE ¼ 5:00 V and y ¼ 50:50 mm. With

E ¼ 5:00 V and K ¼ 10:10 mm/V and substituting for uE and uK, evaluate uy at its operating point:

uy
��
y¼50:5

¼ 0:10ð Þ2 þ 0:50ð Þ2
h i1=2

¼ 0:51 mm

Alternatively, we can use sequential perturbation. The operating point for the perturbation is again

y ¼ Ro ¼ 50:5 mm. Using Equations 5.16 through 5.18 gives

i xi Rþ
i R	

i dRþ
i dR	

i dRi

1 E 50.60 50.40 0.10 	0.10 0.10

2 K 51.00 50.00 0.50 	0.50 0.50

Then, using Equation 5.19,

uy
��
y¼50:5

¼ 0:10ð Þ2 þ 0:50ð Þ2
h i1=2

¼ 0:51 mm

The two methods give the identical result. We state the calculated displacement in the form of

Equation 5.11 as

y0 ¼ 50:50 � 0:51 mm ð95%Þ

Monte Carlo Method

A Monte Carlo simulation provides another effective way to estimate the propagation of the

uncertainties in the independent variables to the uncertainty in a result. As presented in Chapter 4,

the outcomes of a converged Monte Carlo simulation are the statistics of the predicted population in

a result R (i.e., x; sx, sx) from which we calculate the random uncertainty in the result.

Generally, convergence is claimed when the computed standard deviation no longer changes by

1% to 5%. As one test for convergence, we define a numerical tolerance D, as being one-half of the

least significant digit of the estimated standard uncertainty (sx),

D ¼ 1

2
LSD ð5:20Þ

For example, if the estimate of sx is 2 units, then D¼ 0.5 units (i.e., 1
2= of the 100 digit); if sx is

0.2 units, then D¼ 0.05 units. The Monte Carlo simulation is converged when 2sx < D (7).

5.7 ADVANCED-STAGE UNCERTAINTY ANALYSIS

In designing a measurement system, a pertinent question is, How would it affect the result if this

particular aspect of the technique or equipment were changed? In design-stage uncertainty analysis,

we only considered the errors due to a measurement system’s resolution and estimated instrument
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calibration errors. But if additional information is available, we can get a better idea of the

uncertainty in a measurement. So, an advanced-stage uncertainty analysis permits taking design-

stage analysis further by considering procedural and test control errors that affect the measurement.

We consider it as a method for a thorough uncertainty analysis when a large data set is not available.

This is often the case in the early stages of a test program or for certain tests where repeating

measurements may not be possible. Such an advanced-stage analysis, also known as single-

measurement uncertainty analysis (3, 6), can be used: (1) in the advanced design stage of a

test to estimate the expected uncertainty, beyond the initial design stage estimate; and (2) to report

the results of a test program that involved measurements over a range of one or more parameters but

with no or relatively few repeated measurements of the pertinent variables at each test condition.

Essentially, the method assesses different aspects of the main test by quantifying potential errors

though various well focused verification tests.

In this section, the goals are either to estimate the uncertainty in some measured value x or in

some general resultR through an estimation of the uncertainty in each of the factors that may affect x

or R. We present a technique that uses a step-by-step approach for identifying and estimating the

uncertainty associated with errors. We seek the combined value of the estimates at each step. We

assume that the errors follow a normal distribution, but some errors might be better described by

other distributions and these can be used. For example, calibration errors that specify only a range or

operating condition errors that are related to establishing a controlled set point are well modeled by a

rectangular distribution. The standard uncertainty for a rectangular distribution defined by the

interval (b 	 a) is given by

ux ¼ b	 að Þ=
ffiffiffiffiffi
12

p
ð5:21Þ

which covers a 58% confidence level. Multiplying by 2 provides for two standard deviations

coverage. If we assume that the errors propagate to the result with a normal distribution, then a

coverage factor of 2 approximates the 95% confidence level for consistency.

Zero-Order Uncertainty

At zero-order uncertainty, all variables and parameters that affect the outcome of the measurement,

including time, are assumed to be fixed except for the physical act of observation itself. Under such

circumstances, any data scatter introduced upon repeated observations of the output value is the

result of instrument resolution alone. The value u0 estimates the extent of variation expected in the

measured value when all influencing effects are controlled and is found using Equation 5.1. By

itself, a zero-order uncertainty is inadequate for the reporting of test results.

Higher-Order Uncertainty

Higher-order uncertainty estimates consider the controllability of the test operating conditions and

the variability of all measured variables. For example, at the first-order level, the effect of time as an

extraneous variable in the measurement might be considered. That is, what would happen if we

started the test, set the operating conditions, and sat back and watched? If a variation in the measured

value is observed, then time is a factor in the test, presumably due to some extraneous influence

affecting process control or simply inherent in the behavior of the variable being measured.

In practice, the uncertainty at this first level would be evaluated for each particular measured

variable by operating the test facility at some single operating condition that would be within the
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range of conditions to be used during the actual tests. A set of data (say, N 
 30) would be obtained

under some set operating condition. The first-order uncertainty of our ability to estimate the true

value of a measured value could be estimated as

u1 ¼ tn;Psx ð5:22Þ
The uncertainty at u1 includes the effects of resolution, uo. So only when u1 ¼ u0 is time not a factor

in the test. In itself, the first-order uncertainty is inadequate for reporting of test results.

With each successive order, another factor identified as affecting the measured value is

introduced into the analysis, thus giving a higher but more realistic estimate of the uncertainty.

For example, at the second level it might be appropriate to assess the limits of the ability to duplicate

the exact operating conditions and the consequences on the test outcome. Or perhaps spatial

variations that affect the outcome are assessed, such as when a value from a point measurement is

assigned to quantify a larger volume. These are a series of verification tests conducted to assess

causality.

Nth-Order Uncertainty

At the Nth-order estimate, instrument calibration characteristics are entered into the scheme through

the instrument uncertainty uc. A practical estimate of the Nth-order uncertainty uN is given by

uN ¼ u2
c þ

XN	1

1

u2
i

 !" #1=2

ðP%Þ ð5:23Þ

Uncertainty estimates at the Nth order allow for the direct comparison between results of similar

tests obtained either using different instruments or at different test facilities. The procedure for a

single-measurement analysis is outlined in Figure 5.4.

Zero-order uncertainty

u0

uc
2 + ui

2
uN =

Nth-order uncertainty

N – 1

i = 1

Report result at uN level

First-order uncertainty
u1 u0

Figure 5.4 Advanced-stage and single-measurement uncertainty procedure

in combining uncertainties.
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Note that as a minimum, design-stage analysis includes only the effects found as a result of u0

and uc. It is those in-between levels that allow measurement procedure and control effects to be

considered in the uncertainty analysis scheme. The Nth-order uncertainty estimate provides the

uncertainty value sought in advanced design stage or in single-measurement analyses. It is an

appropriate value to be used to report the results from single-measurement tests.

Example 5.4

As an exercise, obtain and examine a dial oven thermometer. How would you assess the zero- and

first-order uncertainty in the measurement of the temperature of a kitchen oven using the device?

KNOWN Dial thermometer

ASSUMPTION Negligible systematic error in the instrument

FIND Estimate u0 and u1 in oven temperature

SOLUTION The zero-order uncertainty would be that contributed by the resolution error of the

measurement system only. For example, most gauges of this type have a resolution of 10�C. So from

Equation 5.1 we estimate

u0 ¼ 5�C

At the first order, the uncertainty would be affected by any time variation in the measured value

(temperature) and variations in the operating conditions. If we placed the thermometer in the center

of an oven, set the oven to some relevant temperature, allowed the oven to preheat to a steady

condition, and then proceeded to record the temperature indicated by the thermometer at random

intervals, we could estimate our ability to control the oven temperature. For J measurements, the

first-order uncertainty of the measurement in this oven’s mean temperature using this technique and

this instrument would be, from Equation 5.22,

u1 ¼ tJ	1;95sT

COMMENT We could continue these verification tests. Let’s suppose we are interested in how

accurately we could set the oven mean temperature. Then the idea of setting the operating condition, the

temperature, becomes important. We could estimate our ability to repeatedly set the oven to a desired

mean temperature (time-averaged temperature). This could be done by changing the oven setting and

then resetting the thermostat back to the original operating setting. If we were to repeat this sequence M

times (reset thermostat, measure a set of data, reset thermostat, etc.), we could compute u1 by

u1 ¼ tMðJ	1Þ;95hsTi
Note that now the variation in oven temperature with time at any setting is included in the pooled

estimate. The effects of instrument calibration would enter at theNth order throughuc. The uncertainty

in oven temperature at some setting would be well approximated by the estimate from Equation 5.23:

uN ¼ u2
1 þ u2

c

	 
1=2

By inspection of u0, uc, and ui, where i ¼ 1; 2; . . . ;N 	 1, single-measurement analysis provides

a capability to pinpoint those aspects of a test that contribute most to the overall uncertainty in the

measurement, as well as a reasonable estimate of the uncertainty in a single measurement.
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Example 5.5

A stopwatch is to be used to estimate the time between the start and end of an event. Event duration

might range from several seconds to 10 minutes. Estimate the probable uncertainty in a time

estimate using a hand-operated stopwatch that claims an accuracy of 1 min/month (95%) and a

resolution of 0.01 s.

KNOWN u0 ¼ 0:005 s ð95%Þ
uc ¼ 60 s=month ð95% assumedÞ

FIND ud, uN

SOLUTION The design-stage uncertainty gives an estimate of the suitability of an instrument

for a measurement. At 60 s/month, the instrument accuracy works out to about 0.01 s/10 min of

operation. This gives a design-stage uncertainty of

ud ¼ u2
o þ u2

c

	 
1=2 ¼ �0:01 s 95%ð Þ
for an event lasting 10 minutes versus �0.005 s (95%) for an event lasting 10 s. Note that instrument

calibration error controls the longer duration measurement, whereas instrument resolution controls

the short duration measurement.

But do instrument resolution and calibration error actually control the uncertainty in this measure-

ment? The design-stage analysis does not include the data-acquisition error involved in the act of physically

turning the watch on and off. But a first-order analysis might be run to estimate the uncertainty that enters

through the procedure of using thewatch. Suppose a typical trial run of 20 tries of simply turning awatch on

and off suggests that the uncertainty in determining the duration of an occurrence is

u1 ¼ tn;p sx ¼ 0:05 s

The uncertainty in measuring the duration of an event would then be better estimated by the Nth-

order uncertainty of Equation 5.23,

uN ¼ u2
1 þ u2

c

	 
1=2 ¼ �0:05 s 95%ð Þ
This estimate holds for periods of up to about two hours. Clearly, procedure controls the uncertainty,

not the watch. This uncertainty estimate could be further improved by considering how well the

operator can synchronize the watch action with the start and finish-line action.

Example 5.6

A flow meter can be calibrated by providing a known flow rate through the meter and measuring the

meter output. One method of calibration with liquid systems is the use of a catch and time technique

whereby a volume of liquid, after passing through the meter, is diverted to a tank for a measured

period of time from which the flow rate volume/time, is computed. There are two procedures that

can be used to determine the known flow rate Q in, say, ft3/min:

1. The volume of liquid, 8, caught in known time t can be measured.

Suppose we arbitrarily set t¼ 6 s and assume that our available facilities can determine

volume (at Nth order) to 0.001 ft3. Note: The chosen time value depends on how much

liquid we can accommodate in the tank.
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2. The time t required to collect 1 ft3 of liquid can be measured.

Suppose we determine an Nth-order uncertainty in time of 0.15 s. In either case the same

instruments are used. Determine which method is better to minimize uncertainty over a range

of flow rates based on these preliminary estimates.

KNOWN u8 ¼ 0:001 ft3

ut ¼ 0:15 s

Q ¼ f 8; tð Þ ¼ 8=t
ASSUMPTIONS Flow diversion is instantaneous; 95% confidence levels.

FIND Preferred method

SOLUTION From the available information, the propagation of probable uncertainty to the

result Q is estimated from Equation 5.15:

uQ ¼ qQ
q8 u8

� �2

þ qQ
qt

ut

� �2
" #1=2

By dividing through by Q, we obtain the relative (fractional percent) uncertainty in flow rate uQ/Q

uQ

Q
¼ u8

8
� 
2

þ ut

t

� 
2
� �1=2

Representative values of Q are needed to solve this relation. Consider a range of flow rates, say,

1, 10, and 100 ft3/min; the results are listed in the following table for both methods.

Q (ft3/min) t (s) 8 (ft3) u8/8 ut=t �uQ=Q

Method 1

1 6 0.1 0.01 0.025 0.027

10 6 1.0 0.001 0.025 0.025

100 6 10.0 0.0001 0.025 0.025

Method 2

1 60.0 1.0 0.001 0.003 0.003

10 6.0 1.0 0.001 0.025 0.025

100 0.6 1.0 0.001 0.250 0.250

In method 1, it is clear the uncertainty in time contributes the most to the relative uncertainty in Q,

provided that the flow diversion is instantaneous. But in method 2, uncertainty in measuring either time

or volume can contribute more to the uncertainty inQ, depending on the time sample length. The results

for both methods are compared in Figure 5.5. For the conditions selected and preliminary uncertainty

values used, method 2 would be a better procedure for flow rates up to 10 ft3/min. At higher flow rates,

method 1 would be better. However, the minimum uncertainty in method 1 is limited to 2.5%. The

engineer may be able to reduce this uncertainty by improvements in the time measurement procedure.

COMMENT These results are without consideration of some other elemental errors that are

present in the experimental procedure. For example, the diversion of the flow may not to occur

instantaneously. A first-order uncertainty estimate could be used to estimate the added uncertainty
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to flow rate intrinsic to the time required to divert the liquid to and from the catch tank. If operator

influence is a factor, it should be randomized in actual tests. Accordingly, the above calculations

may be used as a guide in procedure selection.

Example 5.7

Repeat Example 5.6, using sequential perturbation for the operating conditions 8¼ 1 ft3 and t¼ 6 s.

SOLUTION The operating point is Ro ¼ Q ¼ 8=t ¼ 0:1667 ft3/s. Then, solving Equations

5.16 to 5.18 gives:

i xi Rþ
i R	

i dRþ
i dRþ

i dRi

1 8 0.1668 0.1665 0.000167 	0.000167 0.000167

2 t 0.1626 0.1709 	0.00407 0.00423 0.00415

Applying Equation 5.19 gives the uncertainty about this operating point

uQ ¼ 0:004152 þ 0:0001672
� �1=2 ¼ �4:15 � 10	3 ft3/s 95%ð Þ

or

uQ=Q ¼ �0:025 95%ð Þ

COMMENT These last two examples give similar results for the uncertainty aside from

insignificant differences due to round-off in the computations.

5.8 MULTIPLE-MEASUREMENT UNCERTAINTY ANALYSIS

This section develops a method for estimating the uncertainty in the value assigned to a variable

based on a set of measurements obtained under fixed operating conditions. The method parallels the

uncertainty standards approved by professional societies and by NIST in the United States (2, 7)
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Figure 5.5 Uncertainty plot for the design

analysis of Example 5.6.
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and is in harmony with international guidelines (1). The procedures assume that the errors follow a

normal probability distribution, although the procedures are actually quite insensitive to deviations

away from such behavior (4). Sufficient repetitions must be present in the measured data to assess

random error; otherwise, some estimate of the magnitude of expected variation should be provided

in the analysis.

Propagation of Elemental Errors

The procedures for multiple-measurement uncertainty analysis consist of the following steps:

� Identify the elemental errors in the measurement. As an aid, consider the errors in each of the

three source groups (calibration, data acquisition, and data reduction).

� Estimate the magnitude of systematic and random error in each of the elemental errors.

� Calculate the uncertainty estimate for the result.

Considerable guidance can be obtained from Tables 5.1 to 5.3 for identifying the elemental errors. In

multiple-measurement analysis, it is possible to divide the estimates for elemental errors into

random and systematic uncertainties.

Consider the measurement of variable x, which is subject to elemental random errors each

estimated by their random standard uncertainty, sxð Þk, and systematic errors each estimated by

their systematic standard uncertainty, bxð Þk. Let subscript k, where k ¼ 1; 2; . . . ;K, refer to each

of up to K elements of error ek. A method to estimate the uncertainty in x based on the

uncertainties in each of the elemental random and systematic errors is given below and outlined

in Figure 5.6.

For each ek assign 

Measured value, x

Measurement

 Identify elemental errors
in measurement, ek

,(s  )kx– (b  )kx–

Measurement random standard uncertainty
s   = [(s  )2

1 + (s  )2
2 + · · · + (s  )2

K ]
½

x–x– x– x–

Measurement systematic standard uncertainty
b   = [(b  )2

1 + (b  )2
2 + · · · + (b  )2

K ]
½

x–x– x– x–

Measurement uncertainty, ux

x– x–ux = t�,P (b2 + s2)½  (P%)

Figure 5.6 Multiple-measurement uncertainty procedure for combining uncertainties.
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The propagation of elemental random uncertainties due to the K random errors in measuring x

is given by the measurement random standard uncertainty, sx, as estimated by the RSS method of

Equation 5.2:

sx ¼ sxð Þ2
1 þ sxð Þ2

2 þ � � � þ sxð Þ2
K

h i1=2

ð5:24Þ

where each

sxð Þk ¼ sxk=
ffiffiffiffiffiffi
Nk

p ð5:25Þ
The measurement random standard uncertainty represents a basic measure of the uncertainty due

to the known elemental errors affecting the variability of variable x at a one standard deviation

confidence level. The degrees of freedom, n, in the standard random uncertainty, is estimated using

the Welch–Satterthwaite formula (2):

v ¼

PK
k¼1

s2
x

	 

k

� �2

PK
k¼1

s4
x



k
=vk

� 
 ð5:26Þ

where k refers to each elemental error with its own vk ¼ Nk 	 1.

The propagation of elemental systematic uncertainties due to K systematic errors in measuring

x is treated in a similar manner. The measurement systematic standard uncertainty, bx, is given by

bx ¼ bxð Þ2
1 þ bxð Þ2

2 þ � � � þ bxð Þ2
K

h i1=2

ð5:27Þ

The measurement systematic standard uncertainty, bx, represents a basic measure of the uncer-

tainty due to the elemental systematic errors that affect the measurement of variable x at a one

standard deviation confidence level.

The combined standard uncertainty in x is reported as a combination of the systematic standard

uncertainty and random standard uncertainty in x at a one standard deviation confidence level,

ux ¼ b2
x þ s2

x

	 
1=2 ð5:28Þ
For a normal distribution, this confidence interval is equivalent to a 68% probability level. A more

general form of this equation extends it to include the total uncertainty at other confidence levels

through the use of an appropriate t value as

ux ¼ tn;P b2
x þ s2

x

	 
1=2
P%ð Þ ð5:29Þ

In this form, the equation is called the expanded uncertainty in x at the reported confidence level

(1, 2). The degrees of freedom in Equation 5.29 is found by (2)

v ¼
PK
k¼1

s2
x

	 

k
þ b2

x

	 

k

� �2

PK
k¼1

s4
x



k
=vk

� 

þ PK

k¼1

b4
x



k
=vk

� 
 ð5:30Þ

The degrees of freedom in an uncertainty are calculated from measurements or prior information;

otherwise the degrees of freedom may be assumed to be large (n > 30 in Table 4.4). Reference 1
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provides guidance on assigning a value for n associated with judgment estimates of uncertainty.

When the degrees of freedoms in the systematic uncertainties are large, the second term in the

denominator of Equation 5.30 is small. For a 95% confidence level with large degrees of freedom, t

of 1.96 is assigned in Equation 5.29. This value can be conveniently rounded off to t¼ 2 (i.e., two

standard deviations) (2).

Reference 1 prefers not to assign a probability level to an uncertainty statement but rather to

associate a value of the one, two, or three standard deviations, such as we do above for the standard

uncertainties. This accommodates different distribution functions and their respective probability

coverage in the expanded uncertainty interval. This reflects a difference between the two standards

(1, 2) and either approach is acceptable.

Example 5.8

Ten repeated measurements of force F are made over time under fixed operating conditions. The

data are listed below. Estimate the random standard uncertainty due to the elemental error in

estimating the true mean value of the force based on the limited data set.

N F [N] N F [N]

1 123.2 6 119.8

2 115.6 7 117.5

3 117.1 8 120.6

4 125.7 9 118.8

5 121.1 10 121.9

KNOWN Measured data set N ¼ 10

FIND Estimate sF

SOLUTION The mean value of the force based on this finite data set is computed to be

F ¼ 120:13 N. A random error is associated with assigning the sample mean value as the true value

of force because of the small data set. This error enters the measurement during data acquisition

(Table 5.2). The random standard uncertainty in this elemental error is computed through the

standard deviation of the means, Equation 5.5:

sF ¼ sFffiffiffiffi
N

p ¼ 3:04ffiffiffiffiffi
10

p ¼ 0:96 N with n ¼ 9

COMMENT (1) The uncertainty due to data scatter here could be classified as being due to a

temporal variation error (i.e., variation with time under fixed conditions) as noted in Table 5.2.

(2) Report the uncertainty values with the same decimal significant figures as the mean value (1).

Example 5.9

The force measuring device of Example 5.1 was used in acquiring the data set of Example 5.8.

Estimate the systematic uncertainty in the measurement instrument.
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KNOWN B1 ¼ 0:20 N

B2 ¼ 0:30 N
95%ð Þ

ASSUMPTIONS Manufacturer specifications reliable at 95% probability

FIND B ð95%Þ
SOLUTION Lacking information as to the statistics used to specify the uncertainty values

associated with the two element errors, e1 and e2, we consider them as systematic uncertainties stated

at 95% confidence level. The systematic standard uncertainties are found from Equation 5.4 as b¼B/2,

b1 ¼ B1=2 ¼ 0:10 N b2 ¼ B2=2 ¼ 0:15 N

The systematic standard uncertainty in the transducer is

b ¼ b2
1 þ b2

2

	 
1=2 ¼ 0:18 N

at one standard deviation confidence. The expanded systematic uncertainty with tn,95 ¼ 2 is

B ¼ 2 b2
1 þ b2

2

	 
1=2 ¼ 0:36 N

Elemental errors due to instruments are considered to be data-acquisition source errors (Table 5.2). If

these uncertainties were found during a calibrations by the end-user, then we could list them as

calibration source errors. In the end, as long as they are accounted for, the error source grouping

assigned is not important.

COMMENT Note that the estimate for expanded systematic error due to the instrument is equal

in value to the estimate of uc in a design-stage analysis. The resolution error uncertainty u0 used in

Example 5.1 is now built into the data scatter and so included as part of the random uncertainty

estimate in Example 5.8.

Example 5.10

In Examples 4.8 and 4.9, a set of measured data were used to generate a polynomial curve fit

equation between variables x and y. If during a test, variable x were to be measured and y computed

from x through the polynomial, estimate the random standard uncertainty due to the data-reduction

error in the curve fit.

KNOWN Data set of Example 4.8

Polynomial fit of Example 4.9

ASSUMPTIONS Data fits curve y ¼ 1:04xþ 0:02.

FIND Random standard uncertainty in the curve fit

SOLUTION The curve fit was found to be given by y ¼ 1:04xþ 0:02 with a standard error of

the fit, syx ¼ 0:16 based on the approximation of Equation 4.38. The standard random uncertainty

due to the curve fit, written as sxð Þ1 to be consistent with Table 5.3, is

sxð Þ1 ¼ syx=
ffiffiffiffi
N

p
¼ 0:072 V with n ¼ 3

The expanded random uncertainty interval with t3;95 ¼ 3:18 is t3;95 sxð Þ1 ¼ 0:23 V.

186 Chapter 5 Uncertainty Analysis



E1C05 09/14/2010 14:36:28 Page 187

Example 5.11

The measurement of x contains three elemental random errors from data acquisition. Each

elemental error is assigned a random standard uncertainty as follows:

sxð Þ1 ¼ 0:60 units; n1 ¼ 29

sxð Þ2 ¼ 0:80 units; n2 ¼ 9

sxð Þ3 ¼ 1:10 units; n3 ¼ 19

Assign the random standard uncertainty due to these data-acquisition errors.

KNOWN sxð Þk with k ¼ 1; 2; 3

FIND sx

SOLUTION The random standard uncertainty due to data-acquisition errors is

sx ¼ sxð Þ2
1 þ sxð Þ2

2 þ sxð Þ2
3

h i1=2

¼ 0:602 þ 0:802 þ 1:102
	 
1=2 ¼ 1:49 units

at one standard deviation confidence and with degrees of freedom

v ¼

X3

k¼1

sxð Þ2
k

 !2

X3

k¼1

sxð Þ4
k=vk

¼ 0:62 þ 0:82 þ 1:12
	 
2

0:64=29
	 
þ 0:84=9

	 
þ 1:14=19
	 
 ¼ 38:8 � 39

Example 5.12

In reporting the results of an experiment to measure stress in a loaded beam, an uncertainty analysis

identifies three elemental errors in the stress measurement having the following values of

uncertainty:

bsð Þ1 ¼ 0:5 N/cm2 bsð Þ2 ¼ 1:05 N/cm2 bsð Þ3 ¼ 0 N/cm2

ssð Þ1 ¼ 4:6 N/cm2; n1 ¼ 14 ssð Þ2 ¼ 10:3 N/cm2; n2 ¼ 37 ssð Þ3 ¼ 1:2 N/cm2; n3 ¼ 8

where the degrees of freedom in the systematic uncertainies are very large. If the mean value of the

stress in the measurement is s ¼ 223:4 N/cm2, determine the best estimate of the stress at a 95%

confidence level, assuming all errors are accounted for.

KNOWN Experimental errors with assigned uncertainties

ASSUMPTIONS All elemental errors (K¼ 3) have been included.

FIND s� us (95%)

SOLUTION We seek values for the statement,s0 ¼ s� us 95%ð Þ, given thats ¼ 223:4 N/cm2.

The measurement random standard uncertainty is

ss ¼ ssð Þ2
1 þ ssð Þ2

2 þ ssð Þ2
3

h i1=2

¼ 11:3 N/cm2
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The measurement systematic standard uncertainty is

bs ¼ bsð Þ2
1 þ bsð Þ2

2 þ bsð Þ2
3

h i1=2

¼ 1:16 N/cm2

The combined standard uncertainty is

us ¼ b2
s þ s2

s

	 
1=2 ¼ 11:4 N/cm2

The expanded uncertainty requires the combined degrees of freedom. The degrees of freedom is

calculated to be

v ¼

PK
k¼1

s2
x

	 

k
þ b2

x

	 

k

� �2

PK
k¼1

s4
x



k
=vk

� 

þ PK

k¼1

b4
x



k
=vk

� 
 ¼ 49

where the degrees of freedoms in the systematic uncertainties are assumed to be very large so that the

second term in the denominator is essentially zero. Therefore, t49,95 � 2 and the expanded

uncertainty is

us ¼ 2 b2
s þ s2

s

� �1=2 ¼ 2 1:2 N/cm2ð Þ2 þ 11:3 N/cm2ð Þ2
h i1=2

¼ 22:7 N/cm2 ð95%Þ

The best estimate of the stress measurement is

s0 ¼ 223:4 � 22:7 N/cm2 ð95%Þ

Propagation of Uncertainty to a Result

Now consider the result R, which is determined through the functional relationship between the

measured independent variables xi, i¼ 1, 2, . . . , L as defined by Equation 5.10. Again, L is the

number of independent variables involved and each xi has an associated systematic standard

uncertainty bx, given by the measurement systematic standard uncertainty determined for that

variable by Equation 5.27, and a measurement random standard uncertainty sx, determined using

Equation 5.24. The best estimate of the true value R0 is given as

R0 ¼ R� uR P%ð Þ ð5:31Þ
where the mean value of the result is determined by

R ¼ f x1; x2; . . . ; xLð Þ ð5:32Þ
and where the uncertainty in the result uR is given by

uR ¼ f bx1
; bx2

; . . . ; bxL ; sx1
; sx2

. . . ; sxLð Þ ð5:33Þ
where subscripts x1 through xL refer to the measurement systematic uncertainties and measurement

random uncertainties in each of these L variables.
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The propagation of random uncertainty through the variables to the result gives the random

standard uncertainty in the result

sR ¼
XL
i¼1

uisxi
� �2 !1=2

ð5:34Þ

where ui is the sensitivity index as defined by Equation 5.14.

The degrees of freedom in the random uncertainty is estimated by the Welch–Satterthwaite

formula

ns ¼

XL
i¼1

uisxi
	 
2

( )2

XL
i¼1

uisxi
	 
4

=nxi

n o ð5:35Þ

By propagation of the systematic standard uncertainties of the variables, the systematic

standard uncertainty in the result is

bR ¼
XL
i¼1

uibxi½ �2
 !1=2

ð5:36Þ

The terms uisxi and uibxi represent the individual contributions of the ith variable to the

uncertainty in R. Comparing the magnitudes of each individual contribution identifies the relative

importance of the uncertainty terms on the result.

The combined standard uncertainty in the result, written as uR, is

uR ¼ b2
R þ sR

2
� �1=2 ð5:37Þ

with a confidence level of one standard deviation. The expanded uncertainty in the result is given as

uR ¼ tn;P b2
R þ sR

2
� �1=2 ðP%Þ ð5:38Þ

The t value is used to provide a reasonable weight to the interval defined by the random uncertainty

to achieve the desired confidence. If the degrees of freedom in each variable is large N 
 30ð Þ, then a

reasonable approximation is to take tv;95 ¼ 2. When the degrees of freedom in each of the variables,

xi, is not the same, the Welch–Satterthwaite formula is used to estimate the degrees of freedom in the

result expressed as

vR ¼

XL
i¼1

uisxi
	 
2 þ uibxi

	 
2

 !2

XL
i¼1

uisxiÞ4=vsi

� 

þ
XL
i¼1

uibxÞ4=vbi

� 
 ð5:39Þ

When the individual degrees of freedom in each of the systematic uncertainties are very large, as is

often the case, the second term in the denominator is essentially zero.
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Example 5.13

The density of a gas, r, which follows the ideal gas equation of state, r ¼ p=RT , is estimated through

separate measurements of pressure p and temperature T.The gas is housed within a rigid impermeable

vessel. The literature accompanying the pressure measurement system states an instrument uncer-

tainty to within�1% of the reading (95%), and that accompanying the temperature measuring system

indicates �0.6�R (95%) uncertainty. Twenty measurements of pressure, Np¼ 20, and 10 measure-

ments of temperature, NT¼ 10, are made with the following statistical outcome:

p ¼ 2253:91 psfa sp ¼ 167:21 psfa

T ¼ 560:4�R sT ¼ 3:0�R

where psfa refers to lb/ft2 absolute. Determine a best estimate of the density. The gas constant is

R¼ 54.7 ft-lb/lbm-�R.

KNOWN p; sp; T ; sT

r ¼ p/RT ; R ¼ 54:7 ft-lb/lbm-�R

ASSUMPTIONS Gas behaves as an ideal gas.

FIND r0 ¼ r� ur 95%ð Þ
SOLUTION The measurement objective is to determine the density of an ideal gas through

temperature and pressure measurements. The independent and dependent variables are related

through the ideal gas law, r ¼ p=RT . The mean value of density is

r ¼ p

RT
¼ 0:0735 lbm=ft3

The next step must be to identify and estimate the errors and determine how they contribute to the

uncertainty in the mean value of density. Since no calibrations are performed and the gas is

considered to behave as an ideal gas in an exact manner, the measured values of pressure and

temperature are subject only to elemental errors within the data-acquisition error source group

(Table 5.2): instrument errors and temporal variation errors.

The tabulated value of the gas constant is not without error. However, estimating the possible

error in a tabulated value is sometimes difficult. According to Kestin (8), the systematic uncertainty

in the gas constant is on the order of �(0.33 J/kg-K)/(gas molecular weight) or �0.06 (ft-lb/lbm-�R)/

(gas molecular weight). Since this yields a small value for a reasonable gas molecular weight, here

we assume a zero (negligible) systematic error in the gas constant.

Consider the pressure measurement. The uncertainty assigned to the temporal variation (data

scatter) error is based on the variation in the measured data obtained during presumably fixed operating

conditions. The instrument error is assigned a systematic uncertainty based on the manufacturer’s

statement, which is assumed to be stated at 95% confidence:

bp
	 


1
¼ Bp=2
	 


1
¼ 0:01 � 2253:51=2Þ ¼ 11:28 psfa sp

	 

1
¼ 0

	
where the subscript keeps track of the error identity. The temporal variation causes a random

uncertainty in establishing the mean value of pressure and is calculated as

sp
	 


2
¼ sp ¼ spffiffiffiffi

N
p ¼ 167:21 psfaffiffiffiffiffi

20
p ¼ 37:39 psfa vsp ¼ 19

and assigning no systematic uncertainty to this error gives

bp
	 


2
¼ 0
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In a similar manner, we assign the uncertainty in the data-acquisition source error in temperature.

The instrument errors are considered as systematic only and assigned a systematic uncertainty based

on the manufacturer’s statement as

bT
	 


1
¼ bT
	 


1
=2 ¼ 0:3�R sT

	 

1
¼ 0

The temporal variation causes a random uncertainty in establishing the mean value of temperature

and this is calculated as

sT
	 


2
¼ sT ¼ sTffiffiffiffi

N
p ¼ 3:0�Rffiffiffiffiffi

10
p ¼ 0:9�R vsT ¼ 9

bT
	 


2
¼ 0

The uncertainties in pressure and temperature due to the data-acquisition source errors are combined

using the RSS method,

bp ¼ 11:28ð Þ2 þ 0ð Þ2
h i1=2

¼ 11:28 psfa

sp ¼ 0ð Þ2 þ 37:39ð Þ2
h i1=2

¼ 37:39 psfa

similarly,

bT ¼ 0:3�R

sT ¼ 0:9�R

with degrees of freedom in the random standard uncertainties to be

vð Þsp ¼ Np 	 1 ¼ 19

vð ÞsT ¼ 9

The degrees of freedom in the systematic standard uncertainties, vbT and vbp , are assumed large.

The systematic and random standard uncertainties propagate through to the result, calculated

about the operating point as established by the mean values for temperature and pressure. That is,

sr ¼ qr
qT

sT

� �2

þ qr
qp

sp

� �2
" #1=2

¼ 1:3 � 10	4 � 0:9
	 
2 þ 3:26 � 10	5 � 37:39

	 
2
h i1=2

¼ 0:0012 lbm/ft3

and

br ¼ qr
qT

bT

� �2

þ qr
qp

bp

� �2
" #1=2

¼ 1:3 � 10	4 � 0:3
	 
2 þ 3:26 � 10	5 � 11:28

	 
2
h i1=2

¼ 0:0004 lbm/ft3
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The degrees of freedom in the density calculation is determined to be

n ¼

qr
qT

sT

� �2

þ qr
qp

sp

� �2

þ qr
qT

bT

� �2

þ qr
qT

bp

� �2
" #2

qr
qp

sp

� �4�
vsp þ

qr
qT

sT

� �4�
vsT

" #
þ qr

qT
bT

� �4�
vbT þ

qr
qp

bp

� �4�
vbp

" # ¼ 23

The expanded uncertainty in the mean value of density, using t23,95¼ 2.06, is

ur ¼ t23;95 b2
r þ s2

r

h i1=2

¼ 2:06 � 0:00042 þ 0:00122
� �1

2

¼ 0:0026 lbm=ft3 95%ð Þ
The best estimate of the density is reported as

r0 ¼ 0:0735 � 0:0026 lbm=ft3 95%ð Þ
This measurement of density has an uncertainty of about 3.4%.

COMMENT (1) We did not consider the uncertainty associated with our assumption of exact

ideal gas behavior, a potential modeling error (see Table 5.3). (2) Note how pressure contributes

more to either standard uncertainty than does temperature and that the systematic uncertainty is

small compared to the random uncertainty. The uncertainty in density is best reduced by actions to

reduce the effects of the random errors on the pressure measurements.

Example 5.14

Consider determining the mean diameter of a shaft using a hand-held micrometer. The shaft was

manufactured on a lathe presumably to a constant diameter. Identify possible elements of error that

can contribute to the uncertainty in the estimated mean diameter.

SOLUTION In the machining of the shaft, possible run-out during shaft rotation can bring

about an eccentricity in the shaft cross-sectional diameter. Further, as the shaft is machined to size

along its length, possible run-out along the shaft axis can bring about a difference in the machined

diameter. To account for such deviations, the usual measurement procedure is to repeatedly measure

the diameter at one location of the shaft, rotate the shaft, and repeatedly measure again. Then the

micrometer is moved to a different location along the axis of the shaft and the above procedure

repeated.

It is unusual to calibrate a micrometer within a working machine shop, although an occasional offset

error check against accurategauge blocks is normal procedure. Let us assume that the micrometer is used as

is without calibration. Data-acquisition errors are introduced from at least several elements:

1. Since the micrometer is not calibrated, the reading during any measurement could be

affected by a possible systematic error in the micrometer markings. This can be labeled as an

uncertainty due to instrument error, b1 (see Table 5.2). Experience shows that 2b1, is on the

order of the resolution of the micrometer at 95% confidence.

2. The random uncertainty on repeated readings is affected by the resolution of the readout,

eccentricity of the shaft, and the exact placement of the micrometer on any cross section

along the shaft. It is not possible to separate these errors, so they are grouped as variation

errors, with random standard uncertainty, s2. This value can be discerned from the statistics

of the measurements made at any cross section (replication).
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3. Similarly, spatial variations in the diameter along its length introduce scatter between the

statistical values for each cross section. Since this affects the overall mean diameter, its effect

must be accounted for. Label this error as a spatial error with random standard uncertainty,

s3. It can be estimated by the pooled statistical standard deviation of the mean values at each

measurement location (replication).

Example 5.15

The mean temperature in an oven is to be estimated by using the information obtained from a

temperature probe. The manufacturer states an uncertainty of �0.6�C (95%) for this probe.

Determine the oven temperature.

The measurement process is defined such that the probe is to be positioned at several strategic

locations within the oven. The measurement strategy is to make four measurements within each of two

equally spaced cross-sectional planes of the oven. The positions are chosen so that each measurement

location corresponds to the centroid of an area of value equal for all locations so that spatial variations

in temperature throughout the oven are accounted for. The measurement locations within the cubical

oven are shown in Figure 5.7. In this example, 10 measurements are made at each position, with the

results given in Table 5.4. Assume that a temperature readout device with a resolution of 0.1�C is used.

KNOWN Data of Table 5.4

FIND T 0 ¼ T � uT 95%ð Þ

m = 2

m = 1

Plane B

m = 4

m = 5

m = 7

m = 8

Measurement
locations

Plane A
m = 6

m = 3

Figure 5.7 Measurement locations

for Example 5.15.

Table 5.4 Example 5.15: Oven Temperature Data, N ¼ 10

Location Tm sTm
Location Tm sTm

1 342.1 1.1 5 345.2 0.9

2 344.2 0.8 6 344.8 1.2

3 343.5 1.3 7 345.6 1.2

4 343.7 1.0 8 345.9 1.1

Note: Tm ¼ 1

N

XN
n¼1

Tmn; sTm
¼ 1

N 	 1

XN
n¼1

Tmn 	 Tm

	 
2

" #1=2
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SOLUTION The mean values at each of the locations are averaged to yield a mean oven

temperature using pooled averaging:

hTi ¼ 1

8

X8

m¼1

Tm ¼ 344:4�C

Elemental errors in this test are found in the data-acquisition group (Table 5.2) and due to (1) the

temperature probe system (instrument error), (2) spatial variation errors, and (3) temporal variation errors.

First, consider the elemental error in the probe system. The manufacturer statement of �0.6�C is

considered a systematic uncertainty at 95% confidence level. The standard uncertainties are assigned as

bT
	 


1
¼ 0:6=2 ¼ 0:3�C sT

	 

1
¼ 0

Consider next the spatial error contribution to the estimate of the mean temperature T . This

error arises from the spatial nonuniformity in the oven temperature. An estimate of spatial

temperature distribution within the oven can be made by examining the mean temperatures at

each measured location. These temperatures show that the oven is not uniform in temperature. The

mean temperatures within the oven show a standard deviation of

sT ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX8

m¼1

Tm 	 hTi	 
2

7

vuuuut ¼ 1:26�C

Thus, the random standard uncertainty of the oven mean temperature is found from sT or

sT
	 


2
¼ sTffiffiffi

8
p ¼ 0:45�C

with degrees of freedom,n¼ 7. We do not assign a systematic uncertainty to this error, so bT
	 


2
¼ 0. One

could reasonably argue that sT
	 


2
represents a systematic error because it is an effect that would offset

the final value of the result. It does not affect the final uncertainty, but the awareness of its effect is part of

the usefulness of an uncertainty analysis! This is a case where it becomes the test engineer’s decision.

Time variations in probe output during each of the 10 measurements at each location cause data

scatter, as evidenced by the respective sTm
values. Such time variations are caused by random local

temperature variations as measured by the probe, probe resolution, and oven temperature control

variations during fixed operating conditions. We have insufficient information to separate these, so

they are estimated together as a single error. The pooled standard deviation is

hsTi ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX8

m¼1

X10

n¼1

Tmn 	 hTi	 
2

MðN 	 1Þ

vuuuut ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

M

XM
m¼1

s2
Tm

vuut ¼ 1:09 �C

to give a random standard uncertainty of

sT
	 


3
¼ hsTiffiffiffiffiffi

80
p ¼ 0:12�C

with degrees of freedom, n¼ 72. We assign bT
	 


3
¼ 0.

The measurement systematic standard uncertainty is

bT ¼ bT
	 
2

1
þ bT
	 
2

2
þ bT
	 
2

3

h i1=2

¼ 0:3�C
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and the measurement random standard uncertainty is

sT ¼ sT
	 
2

1
þ sT
	 
2

2
þ sT
	 
2

3

h i1=2

¼ 0:46�C

The degrees of freedom are found using Equation 5.30 giving n ¼ 17, which assumes a large value

for nbT .
The combined standard uncertainty in the mean oven temperature is

uT ¼ b2
T
þ s2

T

h i1=2

¼ 0:55 � 0:6�C

with a confidence level of one standard deviation. Assigning t17,95 ¼ 2.11, the best estimate of the

mean oven temperature is

T 0 ¼ T � tn;P b2
T
þ s2

T

� 
1=2

¼ 344:4 � 1:2 �C ð95%Þ

5.9 CORRECTION FOR CORRELATED ERRORS

So far, we have assumed that all of the different elements of error in a test are independent from the

others. If two errors are not independent, they are ‘‘correlated.’’

For example, when the same instrument is used to measure different variables, the instrument

systematic errors between those variables are correlated. If multiple instruments are calibrated

against the same standard, then the systematic uncertainty in the standard is passed to each

instrument. Hence, these errors are correlated. The numerical effect of correlated errors on the

uncertainty depends on the functional relationship between the variables and the magnitudes of the

elemental systematic errors that are correlated. We now introduce a correction for treating the

correlated systematic errors.

Consider the result R, which is determined through the functional relationship between the

measured independent variables xi, i¼ 1, 2, . . . , L where L is the number of independent variables

involved. Each xi is subject to elemental systematic errors with standard uncertainties, bk, where k¼
1, 2, . . . , K, refer to each of up to any of K elements of error. Now allow that H of these K elemental

errors are correlated between variables while the rest (K – H) are uncorrelated. When correlated

errors are included, the systematic standard uncertainty in a result is estimated by

bR ¼
XL
i¼1

uib xi

	 
2 þ 2
XL	1

i¼1

XL
j¼iþ1

uiujb xixj

" #1=2

ð5:40Þ

where index j is a counter equal to iþ 1 and with

ui ¼ qR
qxix¼x

ð5:14Þ

Equation 5.40 introduces the covariance, bxixj , to account for correlated errors and this is found from

bxixj ¼
XH
h¼1

bxi
	 


h
bxj
	 


h
ð5:41Þ
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where H is the number of elemental errors that are correlated between variables xi and xj and h is a

counter for each correlated error. Note that Equation 5.40 reduces to Equation 5.36 when no errors

are correlated (i.e., when H¼ 0, bxixj ¼ 0). References 2 and 9 discuss treatment of correlated

systematic errors in extended detail.

Example 5.16

Suppose a result is a function of three variables, x1, x2, x3. There are four systematic errors

associated with both x1 and x2 and five associated with x3. Only the first and second systematic

elemental errors associated with the second and third variable (x2 and x3) are determined to be

correlated because these errors arise from common sources. Express the systematic standard

uncertainty in the result and find the covariance term.

SOLUTION Equation 5.40 is expanded to the form

bR ¼ u1b x1
ð Þ2 þ u1b x2

ð Þ2 þ u3b x3

	 
2 þ 2u1u2b x1x2
þ 2u1u3b x1x3

þ 2u2u3b x2x3

h i1=2

For the two correlated errors (H¼ 2) associated with variables 2 and 3 (i¼ 2, j¼ 3), the systematic

uncertainty in the result reduces to

bR ¼ u1b x1
ð Þ2 þ u2b x2

ð Þ2 þ u3b x3

	 
2 þ 2u2u3b x2x3

h i1=2

where the covariance term is

b x2x3
¼
X2

h¼1

b x2
ð Þh b x3

	 

h
¼ b x2

ð Þ1 b x3

	 

1
þ b x2
ð Þ2 b x3

	 

2

Example 5.17

Suppose a result R is a function of two variables, X and Y, such that R¼Xþ Y, and each variable

having one elemental error. If X ¼ 10:1 V with bX ¼ 1.1 Vand Y ¼ 12:2 V with bY ¼ 0.8 V, estimate

the systematic standard uncertainty in the result if the systematic errors are (1) uncorrelated and (2)

correlated.

SOLUTION From the stated information, R ¼ 10:1 þ 12:2 ¼ 22:3 V. For the uncorrelated

case, the systematic standard uncertainty is estimated as

bRunc
¼ uXbX
	 
2 þ uYbY

	 
2
h i1=2

¼ 1 � 1:1ð Þ2 þ 1 � 0:8ð Þ2
� 
2

� �1=2

¼ 1:36 V

For the correlated case, with H¼ 1 and L¼ 2, the uncertainty is estimated as

bRcor
¼ uXb X

	 
2 þ uYb Y

	 
2 þ 2uXuYb X Y

h i1=2

¼ 1 � 1:1ð Þ2 þ 1 � 0:8ð Þ2 þ 2 1ð Þ 1ð Þ 1:1ð Þ 0:8ð Þ
h i1=2

¼ 3:12 V
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which is stated at the one-standard deviation confidence level and where

bX Y ¼
X1

h¼1

bX
	 


1
bY
	 


1
¼ bXbY

COMMENT In this case, the correlated systematic errors have a large impact on the systematic

uncertainty. This is not always the case as it depends on the functional relationship itself. We leave it

to the reader to show that if R¼X/Y, then the covariance term in this problem would have little

impact on the systematic standard uncertainty in the result.

There are situations where random errors can be correlated (10). In those cases, the random

standard uncertainty in a result is estimated by

sR ¼
XL
i¼1

uisxt
	 
2 þ 2

XL	1

i¼1

XL
j¼iþ1

uiujrxixj sxi sxj

" #1=2

ð5:42Þ

where rxixj is the correlation coefficient between xi and xj as given by equation 4.41.

5.10 NONSYMMETRICAL SYSTEMATIC UNCERTAINTY INTERVAL

There are situations where the error must be bounded on one side or skewed about the

measured mean value such that the systematic uncertainty is better described by a non-

symmetrical interval. To develop this case, we assume that the limits of possible systematic

error are known, as is the mean of the measured data set x. Let xþ Bþ
x and x	 B	

x be the upper

and lower limits of the systematic uncertainty relative to the measured mean value (Fig. 5.8),

with B	
x ¼ 2b	x and Bþ

x
¼ 2bþx where b	x and bþx are the lower and upper systematic standard

uncertainty values. The modeling approach assumes that the errors are symmetric about some

mean value of the error distribution but asymmetric about the measured mean value.

If we model the error distribution as a normal distribution, then we assume that the limits

defined using B	
x to Bþ

x
cover 95% of the error distribution. Define the offset between the mean of the

x–B-–
x–

B-
x– B+

x–

x+B-–
x–x+q–x–

B

Mean of error distribution

Sample mean value

lower
error
limit

upper
error
limit

B

q
Figure 5.8 Relation between the measured

mean value, the mean value of the distri-

bution of errors, and the systematic

uncertainties for treating nonsymmetrical

uncertainties.
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error distribution and the mean value of the measurement as

q ¼ ðxþ Bþ
x
Þ þ ðx	 B	

x Þ
2

	 x ¼ Bþ
x
	 B	

x

2
¼ bþx 	 b	x ð5:43Þ

The systematic standard uncertainty has an average width,

bx ¼ ðxþ Bþ
x Þ 	 ðx	 B	

x Þ
4

¼ ðxþ bþx Þ 	 ðx	 b	x Þ
2

ð5:44Þ

For stating the true value, we use the combined standard uncertainty

ux ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b2
x þ s2

x

q
ð5:45Þ

to achieve the approximate confidence interval, q� tn;Pux . For large degrees of freedom, we

can state

x0 ¼ xþ q	 tn;Pux; xþ qþ tn;Pux ð5:46Þ
for which we choose an appropriate value for t, such as t¼ 2 for 95% confidence.

If we model the error distribution as a rectangular distribution, then we assume that the limits

defined using B	
x to Bþ

x specify the limits of that distribution. The systematic standard uncertainty is

then (see footnote 5)

bx ¼ ðxþ Bþ
x
Þ 	 ðx	 B	

x Þffiffiffiffiffi
12

p ð5:47Þ

for use in Equations 5.45 and 5.46. Regardless of the assumed systematic error distribution, we

assume that the uncertainties propagate normally.

A normal or rectangular distribution is not always the appropriate model for treating

asymmetric systematic uncertainty. References 1 and 2 provide a number of scenarios to treat

nonsymmetrical uncertainties including use of other error distributions. As an example, Monsch

et al. (11) apply the above approach to estimating the nonsymmetrical systematic uncertainty in the

induced drag on an aircraft wing in which the induced drag cannot be less than zero.

5.11 SUMMARY

Uncertainty analysis provides the ‘‘� what’’ to a test result or the anticipated result from a proposed

test plan. This chapter discussed the manner in which various errors can enter into a measurement

with emphasis on their influences on the test result. Both random errors and systematic errors are

considered. Random errors differ on repeated measurements, lead to data scatter, and can be

quantified by statistical methods. Systematic errors remain constant in repeated measurements.

Errors are quantified by uncertainties. Procedures for uncertainty analysis were introduced both as a

means of estimating uncertainty propagation within a measurement and for the propagation of

uncertainty among the independent measured variables that are used to determine a result through

some functional relationship. We have discussed the role and use of uncertainty analysis in both the

design of measurement systems, through selection of equipment and procedures, as well as in the

interpretation of measured data. We have presented procedures for estimating uncertainty at various

stages of a test. The procedures provide reasonable estimates of the uncertainty to be expected in

measurements.

198 Chapter 5 Uncertainty Analysis



E1C05 09/14/2010 14:36:30 Page 199

We advise the reader that test uncertainty by its very nature evades exact values. But the

methodology presented gives reasonable estimates provided that the engineer has used sound,

impartial judgment in its implementation. The important thing is that the uncertainty analysis be

performed during the design and development stages of a test, as well as at its completion to assess

the stated results. Only then can the engineer use the results with appropriate confidence and

professional and ethical responsibility.
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NOMENCLATURE

a lower bound

b upper bound; generic systematic standard

uncertainty

bx systematic standard uncertainty in x

ek kth elemental error

f() general functional relation

p pressure ml	1t	2
	 


q offset factor

sx sample standard deviation of x

sx random standard uncertainty in x; sample

standard deviation of the means

syx standard deviation of a fit

tv,95 t variable (at 95% probability)

t time (t); t-variable

ux uncertainty of a measured variable

ud design-stage uncertainty

uc instrument calibration uncertainty

u0 zero-order uncertainty

ui ith-order uncertainty

uN Nth-order uncertainty

x measured variable

x0 true value of the population of x
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x sample mean value of x

R result or resultant value

P probability

B systematic uncertainty (at 95% or

2s probability)

(P%) confidence level

Q flow rate l3t	1
	 


T temperature (�)

8 volume (l	3)

ui sensitivity index

r gas density ml	3
	 


s stress ml	1t	2
	 


; population standard

deviation

v degrees of freedom

k i pooled statistic

PROBLEMS

5.1 In Chapter 1, the development of a test plan is discussed. Discuss how a test plan should account for

the presence of systematic and random errors. Include calibration, randomization, and repetition in

your discussion.

5.2 Discuss how systematic uncertainty can be estimated for a measured value. How is random

uncertainty estimated? What is the difference between error and uncertainty?

5.3 Explain what is meant by the terms ‘‘true value,’’ ‘‘best estimate,’’ ‘‘mean value,’’ ‘‘uncertainty,’’ and

‘‘confidence interval.’’

5.4 Consider a common tire pressure gauge. How would you estimate the uncertainty in a measured

pressure at the design stage and then at the Nth order? Should the estimates differ? Explain.

5.5 A micrometer has graduations inscribed at 0.001-in. (0.025-mm) intervals. Estimate the uncertainty

due to resolution. Compare the results assuming a normal distribution to results assuming a

rectangular distribution.

5.6 A tachometer has an analog display dial graduated in 5-revolutions-per-minute (rpm) increments.

The user manual states an accuracy of 1% of reading. Estimate the design-stage uncertainty in the

reading at 50, 500, and 5000 rpm.

5.7 An automobile speedometer is graduated in 5-mph (8-kph) increments and has an accuracy rated to

be within �4%. Estimate the uncertainty in indicated speed at 60 mph (90 kph).

5.8 A temperature measurement system is composed of a sensor and a readout device. The readout

device has a claimed accuracy of 0.8�C with a resolution of 0.1�C. The sensor has an off-the-shelf

accuracy of 0.5�C. Estimate a design-stage uncertainty in the temperature indicated by this

combination.

5.9 Two resistors are to be combined to form an equivalent resistance of 1000 V. The resistors are taken

from available stock on hand as acquired over the years. Readily available are two common resistors

rated at 500 � 50 V and two common resistors rated at 2000 V� 5%. What combination of resistors

(series or parallel) would provide the smaller uncertainty in an equivalent 1000 V resistance?

5.10 An equipment catalog boasts that a pressure transducer system comes in 3½-digit (e.g., 19.99) or 4½-

digit (e.g., 19.999) displays. The 4½-digit model costs substantially more. Both units are otherwise

identical. The specifications list the uncertainties for three elemental errors:

Linearity error: 0.15% FSO

Hysteresis error: 0.20% FSO

Sensitivity error: 0.25% FSO

200 Chapter 5 Uncertainty Analysis



E1C05 09/14/2010 14:36:32 Page 201

For a full-scale output (FSO) of 20 kPa, select a readout based on appropriate uncertainty

calculations. Explain.

5.11 The shear modulus, G, of an alloy can be determined by measuring the angular twist, u, resulting

from a torque applied to a cylindrical rod made from the alloy. For a rod of radius R and a torque

applied at a length L from a fixed end, the modulus is found byG ¼ 2LT=pR4u. Examine the effect of

the relative uncertainty of each measured variable on the shear modulus. If during test planning all of

the uncertainties are set at 1%, what is the uncertainty in G?

5.12 An ideal heat engine operates in a cycle and produces work as a result of heat transfer from a thermal

reservoir at an elevated temperature Th and by rejecting energy to a thermal sink at Tc. The efficiency

for such an ideal cycle, termed a ‘‘Carnot cycle,’’ is

h ¼ 1 	 Tc=Thð Þ:
Determine the required uncertainty in the measurement of temperature to yield an uncertainty in

efficiency of 1%. Assume errors are uncorrelated. Use Th¼ 1000 K and Tc¼ 300 K.

5.13 Heat transfer from a rod of diameter D immersed in a fluid can be described by the Nusselt number,

Nu¼ hD/k, where h is the heat-transfer coefficient and k is the thermal conductivity of the fluid. If h

can be measured to within �7% (95%), estimate the uncertainty in Nu for the nominal value of

h¼ 150 W/m2-K. Let D¼ 20 � 0.5 mm and k¼ 0.6 � 2% W/m-K.

5.14 Estimate the design-stage uncertainty in determining the voltage drop across an electric heating

element. The device has a nominal resistance of 30 V and power rating of 500 W. Available is an

ohmmeter (accuracy: within 0.5%; resolution: 1 V) and ammeter (accuracy: within 0.1%; resolution:

100 mA). Recall E¼ IR.

5.15 Explain the critical difference(s) between a design-stage uncertainty analysis and an advanced-stage

uncertainty analysis.

5.16 From an uncertainty analysis perspective, what important information does replication provide that

is not found by repetition alone? How is this information included in an uncertainty analysis?

5.17 A displacement transducer has the following specifications:

Linearity error: �0.25% reading

Drift: �0.05%/�C reading

Sensitivity error: �0.25% reading

Excitation: 10–25 V dc

Output: 0–5 V dc

Range: 0–5 cm

The transducer output is to be indicated on a voltmeter having a stated accuracy of �0.1% reading

with a resolution of 10 mV. The system is to be used at room temperature, which can vary by �10�C.

Estimate an uncertainty in a nominal displacement of 2 cm at the design stage. Assume 95%

confidence.

5.18 The displacement transducer of Problem 5.17 is used in measuring the displacement of a body

impacted by a mass. Twenty measurements are made, which yield

x ¼ 17:20 mm sx ¼ 1:70 mm

Determine a best estimate for the mass displacement at 95% probability based on all available

information.
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5.19 A pressure transducer outputs a voltage to a readout device that converts the signal back to pressure.

The device specifications are:

Resolution: 0.1 psi

Sensitivity error: 0.1 psi

Linearity error: within 0.1% of reading

Drift: less than 0.1 psi/6 months (32–90�F)

The transducer has a claimed accuracy of within 0.5% of reading. For a nominal pressure of 100 psi

at 70�F, estimate the design-stage uncertainty in a measured pressure.

5.20 For a thin-walled pressure vessel of diameter D and wall thickness t subjected to an internal

pressure p, the tangential stress is given by s¼ pD/2t. During one test, 10 measurements of

pressure yielded a mean of 8610 lb/ft2 with a standard deviation of 273.1 lb/ft2. Cylinder

dimensions are to be based on a set of 10 measurements which yielded: D ¼ 6:2 in: with

sD¼ 0.18 in. and t ¼ 0:22 in: with st¼ 0.04 in. Estimate the degrees of freedom in the standard

uncertainty for stress. Determine the best estimate of stress at 95% confidence. Pressure

measurements and dimensions have a systematic uncertainty of 1% of the reading assumed at

95% confidence.

5.21 Suppose a measured normal stress contains three elemental random errors in its calibration with the

following values:

sxð Þ1 ¼ 0:90 N/m2 sxð Þ2 ¼ 1:10 N/m2 sxð Þ3 ¼ 0:09 N/m2

v1 ¼ 21 v2 ¼ 10 v3 ¼ 15

Estimate the random standard uncertainty due to calibration errors with its degrees of freedom.

5.22 An experiment to determine force acting at a point on a member contains three elemental errors with

resulting uncertainties:

bxð Þ1 ¼ 1:0 N bxð Þ2 ¼ 2:25 N bxð Þ3 ¼ 1:8 N

sxð Þ1 ¼ 0 sxð Þ2 ¼ 6:1 N sxð Þ3 ¼ 4:2 N

v2 ¼ 17 v3 ¼ 19

If the mean value for force is estimated to be 200 N, determine the uncertainty in the mean value at

95% confidence. Assume large degrees of freedom in the systematic uncertainties.

5.23 The area of a flat, rectangular parcel of land is computed from the measurement of the length of two

adjacent sides, X and Y. Measurements are made using a scaled chain accurate to within 0.5% (95%)

over its indicated length. The two sides are measured several times with the following results:

X ¼ 556 m Y ¼ 222 m

sx ¼ 5:3 m sy ¼ 2:1 m

n ¼ 8 n ¼ 7

Estimate the area of the land and state the confidence interval of that measurement at 95%.

5.24 Estimate the random standard uncertainty in the measured value of stress for a data set of 23

measurements if s ¼ 1061 kPa and ss¼ 22 kPa. Report the best estimate for stress at 68%

confidence. Assume a normal distribution and neglect systematic errors.
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5.25 Estimate the uncertainty at 95% confidence in the strength of a metal alloy. Six separate specimens

are tested with a mean of 448.1 MPa and standard deviation of 1.23 MPa in the results. A systematic

standard uncertainty of 1.48 MPa with nb ¼ 19 is estimated by the operator.

5.26 A pressure measuring system outputs a voltage that is proportional to pressure. It is calibrated against

a transducer standard (certified error: within � 0.5 psi) over its 0–100-psi range with the results given

below. The voltage is measured with a voltmeter (instrument error: within � 10 mV; resolution:

1 mV). The engineer intending to use this system estimates that installation effects can cause the

indicated pressure to be off by another �0.5 psi. Estimate the expanded uncertainty at 95%

confidence in using the system based on the known information.

E[mV]: 0.004 0.399 0.771 1.624 2.147 4.121

p[psi]: 0.1 10.2 19.5 40.5 51.2 99.6

5.27 The density of a metal composite is to be determined from the mass of a cylindrical ingot. The

volume of the ingot is determined from diameter and length measurements. It is estimated that mass

m can be determined to within 0.1 lbm using an available balance scale; length L can be determined to

within 0.05 in. and diameter D to within 0.0005 in. Instrumentation for each variable has a known

calibration systematic uncertainty of 1% of its reading. Estimate the design-stage uncertainty in the

determination of the density. Which measurement contributes most to the uncertainty in the density?

Which measurement method should be improved first if the uncertainty in density is unacceptable?

Use the nominal values of m¼ 4.5 lbm, L¼ 6 in., and D¼ 4 in. (Note: 1 lbm¼ 0.4535 kg;

1 inch¼ 0.0254 m.)

5.28 For the ingot of Problem 5.27, the diameter of the ingot is measured 10 independent times at each of

three cross sections. For the results below, give a best estimate in the diameter with its uncertainty

(95%). (Note: 1 inch¼ 0.0254 m.)

d1 ¼ 3:9900 in: d2 ¼ 3:9892 in: d3 ¼ 3:9961 in:
sd1

¼ 0:0050 in: sd2
¼ 0:0010 in: sd3

¼ 0:0009 in:

5.29 For the ingot of Problem 5.27, the following measurements are obtained from the ingot:

m ¼ 4:4 lbm L ¼ 5:85 in:

sm ¼ 0:1 lbm sL ¼ 0:10 in:

N ¼ 21 N ¼ 11

Based on the results of Problem 5.28, estimate the density and the uncertainty in this value. Compare

your answer with that of Problem 5.27. Explain why the estimate changes. (Note: 1 lbm¼ 0.4535 kg;

1 inch¼ 0.0254 m.)

5.30 A temperature measurement system is calibrated against a standard system certified to an uncertainty

of �0.05�C at 95%. The system sensor is immersed alongside the standard within a temperature bath

so that the two are separated by about 10 mm. The temperature uniformity of the bath is estimated at

about 5�C/m. The temperature system sensor is connected to a readout that indicates the temperature

in terms of voltage. The following are measured values between the temperature indicated by the

standard and the indicated voltage:
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T [�C] E[mV] T [�C] E[mV]

0.1 0.004 40.5 1.624

10.2 0.399 51.2 2.147

19.5 0.771 99.6 4.121

a. Compute the curve fit for T¼ f(E) and its standard random uncertainty.

b. Estimate the uncertainty in using the output from the temperature measurement system for

temperature measurements.

5.31 The power usage of a strip heater is to be determined by measuring heater resistance and heater

voltage drop simultaneously. The resistance is to be measured using an ohmmeter having a resolution

of 1 V and uncertainty of 1% of reading, and voltage is to be measured using a voltmeter having a

resolution of 1 Vand uncertainty of 1% of reading. It is expected that the heater will have a resistance

of 100 V and use 100 W of power. Determine the uncertainty in power determination to be expected

with this equipment at the design stage.

5.32 The power usage of a DC strip heater can be determined in either of two ways: (1) heater resistance

and voltage drop can be measured simultaneously and power computed, or (2) heater voltage drop

and current can be measured simultaneously and power computed. Instrument manufacturer

specifications are listed (assume 95% level):

Instrument Resolution Uncertainty (% reading)

Ohmmeter 1 V 0.5%

Ammeter 0.5 A 1%

Voltmeter 1 V 0.5%

For loads of 10 W, 1 kW, and 10 kW, determine the best method based on an

appropriate uncertainty analysis. Assume nominal values as necessary for resistance, current,

and voltage.

5.33 The density of a gas inside a tank is determined from pressure and temperature measurements.

Assuming ideal gas behavior, what is the relative (percent) uncertainty expected in density if the

pressure measurement has a relative uncertainty of 1%. Tank temperature is held at 25�C with an

uncertainty of 2�C. Assume values are at 95% confidence.

5.34 Time variations in a signal require that the signal be measured often to determine its mean

value. A preliminary sample is obtained by measuring the signal 50 times. The statistics from

this sample show a mean value of 2.112 V with a standard deviation of 0.387 V. Systematic

errors are negligible. If it is desired to hold the random uncertainty in the mean value due to

data variation to within 0.100 V at 95% confidence, how many measurements of the signal will

be required?

5.35 The diameter of a shaft is estimated in a manner consistent with Example 5.14. A hand-held

micrometer (resolution: 0.001 in.; B < .001 in. with n ¼ 14) is used to make measurements about

four selected cross-sectional locations. Ten measurements of diameter are made around each

location, with the results noted below. Provide a reasonable statement as to the diameter of the

shaft and the uncertainty in that estimate.
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Location: 1 2 3 4

d (in.): 4.494 4.499 4.511 4.522

sd: 0.006 0.009 0.010 0.003

5.36 The pressure in a large vessel is to be maintained at some set pressure for a series of tests. A

compressor is to supply air through a regulating valve that is set to open and close at the set pressure.

A dial gauge (resolution: 1 psi; uncertainty: 0.5 psi) is used to monitor pressure in the vessel. Thirty

trial replications of pressurizing the vessel to a set pressure of 50 psi are attempted to estimate

pressure controllability and a standard deviation in set pressure of 2 psi is found. Estimate the

uncertainty to be expected in the vessel set pressure. Compare to the uncertainty in estimating the

average set pressure.

5.37 A handbook value for the thermal expansion coefficient of a particular pure metal is a ¼ 16:52 �
10	6�C	1 and states that the possible error in this value should not exceed 0:4 � 10	6�C	1.

Assuming that the population for a follows a rectangular distribution, estimate the standard

uncertainty to be assigned.

5.38 The cooling of a thermometer (e.g., Exs. 3.3 and 3.4) can be modeled as a first-order system with

G ¼ e	t=t. If G can be measured to within 2% and time within 1%, determine the uncertainty in t over

the range 0 � G � 1.

5.39 A J-type thermocouple monitors the temperature of air flowing through a duct. Its signal is

measured by a thermostat. The air temperature is maintained constant by an electric heater whose

power is controlled by the thermostat. To test the control system, 20 measurements of temperature

were taken over a reasonable time period during steady operation. This was repeated three times

with the results as:

Run N T �C½ � sT [�C]

1 20 181.0 3.01

2 20 183.1 2.84

3 20 182.1 3.08

The thermocouple itself has an instrument error with uncertainty �1�C (95%) with n ¼ 30. It has a

90% rise time of 20 ms. Thermocouple insertion errors are estimated to be �1.2�C (95%). What

information is found by performing replications? Identify the elemental errors that affect the

system’s control of the air temperature. What is the uncertainty in the set temperature?

5.40 Based on everyday experience, give an estimate of the systematic uncertainty you might expect in the

following measuring instruments: bathroom scale, metal tape ruler, micrometer, kitchen window

bulb thermometer, and automobile speedometer.

5.41 A tank is pressurized with air at 25 � 2�C (95%). Determine the relative uncertainty in the tank’s air

density if tank pressure is known to within � 1 % (95 %). Assume ideal gas behavior.

5.42 The density of air must be known to within �0.5%. If the air temperature at 25�C can be determined

to within �1�C (95%), what uncertainty can be tolerated in the pressure measurement if air behaves

as an ideal gas?

5.43 In pneumatic conveying, solid particles such as flour or coal are carried through a duct by a moving

air stream. Solids density at any duct location can be measured by passing a laser beam of known
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intensity Io through the duct and measuring the light intensity transmitted to the other side, I. A

transmission factor is found by

T ¼ I=Io ¼ e	KEW 0 � T � 1

Here W is the width of the duct, K is the solids density, and E is a factor taken as 2.0 � 0.04 (95%) for

spheroid particles. Determine how uK/K is related to the relative uncertainies of the other variables. If

the transmission factor and duct width can be measured to within�1%, can solids density be measured

to within 5%? 10%? Discuss your answer, remembering that the transmission factor varies from 0 to 1.

5.44 A step test is run to determine the time constant of a first-order instrument (see Chapter 3). If the error

fraction G tð Þ can be estimated to within �2% (95%) and time t can be estimated in seconds to within

�0.5% (95%), plot ut=t versus G tð Þ over its range, 0 � G tð Þ � 1.

5.45 The acceleration of a cart down a plane inclined at an angle a to horizontal can be determined by

measuring the change in speed of the cart at two points, separated by a distance s, along the inclined

plane. Suppose two photocells are fixed at the two points along the plane. Each photocell measures

the time for the cart, which has a length L, to pass it. If L¼ 5 � 0.5 cm, s¼ 100 � 0.2 cm,

t1¼ 0.054 � 0.001 s, and t2¼ 0.031 � 0.001 s, all (95%), estimate the uncertainty in acceleration:

a ¼ L2

2s

1

t22
	 1

t21

� �

Compare as a concomitant check a¼ g sin a using values for a¼ 30� and 90�. What uncertainty in a
is needed to make this the better method?

5.46 Golf balls are often tested using a mechanical player called an ‘‘Iron Byron’’ because the robotic

golfer’s swing was patterned after that of Byron Nelson, a famous golf professional. It is proposed to

use initial velocity and launch angle from such testing to predict carry distance (how far the ball

travels after impact). The following data represent test results for a particular golf ball when struck

with a particular driver (golf club):

Initial Velocity (mph) Launch Angle (degrees) Carry Distance (yd)

165.5 8 254.6

167.8 8 258.0

170.0 8 261.4

172.2 8 264.8

165.5 10 258.2

167.8 10 261.6

170.0 10 264.7

172.2 10 267.9

165.5 12 260.6

167.8 12 263.7

170.0 12 266.8

172.2 12 269.8

If the initial velocity can be measured to within a systematic uncertainty of 1 mph, and the launch

angle to within 0.1 degrees estimate the resulting uncertainty in the carry distance as a function of

initial velocity and launch angle. Over this range of initial velocity and launch angle, can a single

value of uncertainty be assigned?
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5.47 A particular flow meter allows the volumetric flow rate Q to be calculated from a measured pressure

drop Dp. Theory predicts Q / ffiffiffiffiffiffi
Dp

p
, and a calibration provides the following data:

Q (m3/min) Dp Pað Þ
10 1,000

20 4,271

30 8,900

40 16,023

What uncertainty in the measurement ofDp is required to yield an uncertainty of 0.25% inQ over the

range of flow rates from 10 to 40 m3/min?

5.48 Devise a simple experiment to estimate the true value of a variable through measurements. List the

errors that enter into your measurement. Execute the experiment and estimate the uncertainty in the

result. Discuss how you assigned values to each uncertainty at the design stage and after the

experiment.

5.49 Devise a simple experiment to estimate the true value of a result that is a function of at least two

variables that must be measured. List the errors that enter into your measurements. Execute the

experiment and estimate the uncertainty in the result. Discuss how you assigned values to each

uncertainty at the design stage and after the experiment.

5.50 A steel cantilever beam is fixed at one end and free to move at the other. A load (F) of 980 N with a

systematic error (95%) of 10 N is applied at the free end. The beam geometry, as determined by a

metric ruler having 1-mm increments, is 100 mm long (L), 30 mm wide (w), and 10 mm thick (t).

Estimate the maximum stress at the fixed end and its uncertainty. The maximum stress is given by

s ¼ Mc

I
¼ FL t=2ð Þ

wt3=12
:

5.51 The heat flux in a reaction is estimated by Q¼ 5(T1 	 T2) kJ/s. Two thermocouples are used to

measure T1 and T2. Each thermocouple has a systematic uncertainty of 0.2�C (95%). Based on a large

sample of measurements, T1 ¼ 180�C; T2 ¼ 90�C, and the random standard uncertainty in each

temperature measurement is 0.1 �C. Assume large degrees of freedom. Compare the uncertainty in

heat flux if the thermocouple systematic errors are (a) uncorrelated and (b) correlated. Explain.

5.52 A comparative test uses the relationship R ¼ p2=p1, where pressure p2 is measured to be 54.7 MPa

and pressure p1 is measured to be 42.0 MPa. Each pressure measurement has a single systematic error

of 0.5 MPa. Compare the systematic uncertainty in R if these errors are (a) correlated and (b)

uncorrelated. Explain.

5.53 A sensitive material is to be contained within a glovebox. Codes require that the transparent panels,

which make up the walls of the glovebox, withstand the impact of a 22-kg mass falling at 8 m/s. An

impact test is performed where the 22 kg mass is dropped a known variable height onto a panel. The

mass motion is sensed by photocells from which an impact velocity is estimated. The mean kinetic

energy for failure was 717 N-m, with a standard deviation of 60.7 N-m based on 61 failures. The

systematic uncertainty in mass is 0.001 kg (95%). The velocity at impact is 8 m/s, with a systematic

uncertainty in velocity estimated as 0.27 m/s (95%). Estimate the combined standard uncertainty and

the expanded uncertainty at 95% in the kinetic energy for failure. Assume a normal distribution

of errors.
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5.54 A geometric stress concentration factor, Kt, is used to relate the actual maximum stress to a well-

defined nominal stress in a structural member. The maximum stress is given by smax ¼ Ktso, where

smax represents the maximum stress and so represents the nominal stress. The nominal stress is most

often stated at the minimum cross section.

Consider the axial loading shown in Figure 5.9, where the structural member is in axial tension

and experiences a stress concentration as a result of a transverse hole. In this geometry, so¼F/A,

where area A¼ (w 	 d)t. If d¼ 0.5 w, then Kt¼ 2.2. Suppose F¼ 10,000 � 500 N, w¼ 1.5 �
0.02 cm, t¼ 0.5 � 0.02 cm, and the uncertainty in the value for d is 3%. Neglecting the uncertainty

in stress concentration factor, determine the uncertainty in the maximum stress experienced by

this part.

5.55 The result of more than 60 temperature measurements over time during fixed conditions in a furnace

determines T ¼ 624:7 �C with sT ¼ 2:4 �C. The engineer suspects that, due to a radiation systematic

error, the measured temperature may be higher by up to 10�C at a 95% confidence level but not lower,

so the lower bound of error is 0�C relative to the measured mean value. Determine the statement for

the true mean temperature with its confidence interval assuming a normal distribution for the

systematic error. Then repeat, assuming the systematic errors follow a rectangular distribution with

upper bound 10�C and lower bound 0�C relative to the measured mean value.

5.56 Estimate the uncertainty at 95% confidence in drag coefficient as predicted by the Monte Carlo

simulation using the information from Problem 4.55. Consider only the random uncertainties in the

simulation.

5.57 The calibration certificate for a laboratory standard resistor lists its resistance as 10.000742 V�
130 mV (95%). The certificate lists a systematic standard uncertainty of 10 mV. Estimate the random

standard uncertainty in the resistor.

5.58 The calibration certificate for a standard mass of stainless steel lists its mass as 1000.000325 g. It

states that this value should not exceed 324 mg at three standard deviations. Assign a value to the

standard uncertainty in the mass.

5.59 In a mechanical loading test, the operator is to load a specimen to a value of 100 N. The control is

such that this value can be achieved with a possible error of no more than 0.5 N. Estimate a value for

the uncertainty in loading at the 95% level using (1) a zero-order estimate based on instrument

resolution and (2) an estimate based on the information provided assuming a rectangular distribution.

Comment on the results.

5.60 In Problem 5.9, we assumed the errors in the known resistor values were uncorrelated. Suppose the

resistors are certified by the manufacturer to have specifications based on a common calibration.

Repeat Problem 5.9 by assuming the errors are correlated systematic errors.

t

d

w
F F

Figure 5.9 Structural member discussed in

Problem 5.54.

208 Chapter 5 Uncertainty Analysis



E1C06 09/14/2010 11:55:2 Page 209

Chapter 6

Analog Electrical Devices

and Measurements

6.1 INTRODUCTION

This chapter provides an introduction to basic electrical analog devices used with analog signals or

to display signals in an analog form. We include analog output meters and the more common solid-

state devices used in signal conditioning. Information is often transferred between stages of a

measurement system as an analog electrical signal. This signal typically originates from the

measurement of a physical variable using a fundamental electromagnetic or electrical phenomenon

and then propagates from stage to stage of the measurement system (see Fig. 1.1). Accordingly, we

discuss some signal conditioning and output methods.

While analog devices have been supplanted by their digital equivalents in many applications,

they are still widely used and remain engrained in engineered devices. An analog output format is

often ergonomically superior in monitoring, as evidenced by modern car speedometer dials and dial

wristwatches. Too often we qualify a digital device by its digital readout, but internal analog circuits

form the foundation for both analog and many digital indicating systems. In fact, many of the

systems that we interface with are analog and digital hybrids. Within a signal chain, it is common to

find digital and analog electrical devices being used together and so requiring special signal

conditioning. An understanding of analog device function provides insight, as well as a historical

reference point, into the advantages and disadvantages of digital counterparts; such issues are

discussed in this chapter.

Upon completion of this chapter, the reader will be able to

� understand the principles behind common analog voltage and current measuring

devices,

� understand the operation of balanced and unbalanced resistance bridge circuits,

� define, identify, and minimize loading errors,

� understand the basic principles involved in signal conditioning, especially filtering and

amplification, and

� apply proper grounding and shielding techniques in measuring system hookups.
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6.2 ANALOG DEVICES: CURRENT MEASUREMENTS

Direct Current

One way to measure a DC electrical current is to use an analog device that responds to the force

exerted on a current-carrying conductor in a magnetic field. Because an electric current is a series of

moving charges, a magnetic field exerts a force on a current-carrying conductor. This force can be

used as a measure of the flow of current in a conductor by moving a pointer on a display.

Consider a straight length l of a conductor through which a current I flows, as shown in

Figure 6.1. The magnitude of force on this conductor due to a magnetic field strength B is

F ¼ IlB ð6:1Þ
This relation is valid only when the direction of the current flow and the magnetic field are at

right angles. In the general case

F ¼ Ilbk� B ð6:2Þ
wherebk is a unit vector along the direction of the current flow, and the force F and the magnetic field

B are also vector quantities. Equation 6.2 provides both the magnitude of the developed force F, and,

by the right-hand rule, the direction in which the force on the conductor acts.

Similarly, a current loop in a magnetic field experiences a torque if the loop is not aligned with

the magnetic field, as illustrated in Figure 6.2. The torque1 on a loop composed of N turns is given by

Tm ¼ NIAB sin a ð6:3Þ
where

A¼ cross-sectional area defined by the perimeter of the current loop

B¼ magnetic field strength (magnitude)

I¼ current

a¼ angle between the normal cross-sectional area of the current loop and the magnetic field

One approach to implementing Equation 6.3 to measure current is in the very common

D’Arsonval movement shown in Figure 6.3. In this arrangement, the uniform radial magnetic field

and torsional spring result in a steady angular deflection of the coil that corresponds to the existing

current through the coil. The coil and fixed permanent magnet are arranged in the normal direction

to the current loop, that is, a¼ 90 degrees. If an analog dial indicates current, voltage, or resistance,

then it is likely to employ this mechanism.

Magnetic field B

Conductor

^

l

I k

Figure 6.1 Current-carrying conductor

in a magnetic field.

1 In vector form, the torque on a current loop can be written Tm ¼ m� B where m is the magnetic dipole moment.
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Most devices that use the D’Arsonval movement employ a pointer whose deflection increases

with the magnitude of current applied. This mode of operation is called the deflection mode. A

typical circuit for an analog current measuring device, an ammeter, is shown in Figure 6.4. Here the

deflection of the pointer indicates the magnitude of the current flow. The range of current that can be

measured is determined by selection of the combination of shunt resistor and the internal resistance

of the meter movement. The shunt resistor provides a bypass for current flow, reducing the current

that flows through the movement. A make-before-break switch prevents current overload through

the meter coil.

A galvanometer is a measuring device used to detect a current flow in a circuit. It is a highly

sensitive D’Arsonval movement calibrated about zero current; the indicator normally indicates zero

but can deflect to the plus or minus direction. The pointer is used to adjust a circuit to a zero current

state. This mode of operation is called the null mode. The highest sensitivity of commercial

galvanometers is approximately 0.1 mA/division for a galvanometer with a mechanical pointer.

That’s quite sensitive.

Pointer

Full
scale

Coil assembly

Permanent
magnet

Restoring
spring

Jeweled
pivot

bearings

N

S

Figure 6.3 Basic D’Arsonval meter

movement.

Current vectors
(  , in:   , out)

T

F

F

n

Figure 6.2 Forces and resulting torque on a

current loop in a magnetic field.
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Errors inherent to the D’Arsonval movement include hysteresis and repeatability errors due to

mechanical friction in the pointer-bearing movement, and linearity errors in the spring that provides

the restoring force for equilibrium. Also, in developing a torque, the D’Arsonval movement must

extract energy from the current flowing through it. This draining of energy from the signal being

measured changes the measured signal, and such an effect is called a loading error. This is a

consequence of all instruments that operate in deflection mode. A quantitative analysis of loading

errors is provided later.

Alternating Current

An AC current can be measured in any number of ways. One technique, found in common deflection

meters, uses diodes to form a rectifier that converts the time-dependent AC current into a DC current.

This current then can be measured with a calibrated D’Arsonval movement meter as previously

described. This is the same technique used in those ubiquitous small transformers used to convert

AC wall current into a DC current at a set voltage to power or to charge electronic devices. An

electrodynamometer is basically a D’Arsonval movement modified for use with AC current by

replacing the permanent magnet with an electromagnet in series with the current coil. These AC

meters have upper limits on the frequency of the alternating current that they can effectively

measure; most common instruments are calibrated for use with standard line frequency.

An accurate measuring solution for large AC current is the Hall effect probe. This is a probe

clamped over the current-carrying wire (conductor) to measure its unknown current flow. To

understand its use, let us mention two phenomena. The first is the Hall effect, which is a voltage that

is developed from any current-carrying conductor placed perpendicular to a magnetic field. For a

known current, the magnitude of this voltage directly depends on the magnitude of the magnetic

field. The second is that a current passing through a wire generates a magnetic field. So in practice, a

Hall-effect probe is realized by coupling these two processes concurrently: use the unknown current

within a wire to generate a magnetic field that develops a measurable voltage across a Hall-effect

sensor.

The Hall-effect sensor is a thin conducting semiconductor wafer driven by a known current; this

current is unrelated to the unknown current being measured and is provided by a separate source,

such as a battery. The Hall-effect probe is an iron-core ring that is placed around the wire of an

R3

R2

R1

Range
switch

Current
input

Shunt resistors

D'Arsonval
meter movement

Figure 6.4 Simple multirange ammeter (with make-before-

break selector switch). Shunt resistors determine meter range.
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unknown current and used to concentrate the magnetic field, and a Hall-effect sensor that is attached to

the iron core so as to be aligned parallel to the wire of an unknown current being measured.

Example 6.1

A galvanometer consists of N turns of a conductor wound about a core of length l and radius r that is

situated perpendicular to a magnetic field of uniform flux density B. A DC current passes through the

conductor due to an applied potential, Ei(t). The output of the device is the rotation of the core and

pointer, u, as shown in Figure 6.5. Develop a lumped parameter model relating pointer rotation and

current.

FIND A dynamic model relating u and I

SOLUTION The galvanometer is a rotational system consisting of a torsional spring, a pointer,

and core that are free to deflect; the rotation is subject to frictional damping. The mechanical portion

of the device consists of a coil having moment of inertia J, bearings that provide damping from

friction, with a damping coefficient c, and a torsional spring of stiffness k. The electrical portion of

the device consists of a coil with a total inductance Lg and a resistance Rg.

We apply Newton’s second law with the mechanical free-body diagram shown in Figure 6.5a.

J
d2u

dt2
þ c

du

dt
þ ku ¼ Tm ð6:4Þ

As a current passes through the coil, a force is developed that produces a torque on the coil:

Tm ¼ 2NBlrI ð6:5Þ
This torque, which tends to rotate the coil, is opposed by an electromotive force Em, due to the

Hall effect:

Em ¼ r
du

dt
� B

� �
ibk ¼ 2NBr

du

dt
ð6:6Þ

which produces a current in the direction opposite to that produced by Ei. Applying Kirchhoff’s law

to the electrical free body of Figure 6.5b gives

Lg

dI

dt
þ RgI ¼ Ei � Em ð6:7Þ

d2

dt2J

d
dtc

T

r

(a) (b)

k

Ei Em

Rg Lg

I

Pivot
bearing

Coil

Figure 6.5 Circuit and free-body diagram for Example 6.1.
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Equations 6.5 and 6.6 define the coupling relations between the mechanical Equation 6.4 and the

electrical Equation 6.7. From these, we see that the current due to potential E brings about developed

torque Tm that moves the galvanometer pointer, and that this motion is opposed by the mechanical

restoring force of the spring and by the development of an opposing electrical potential Em. The

system damping allows the pointer to settle to an equilibrium position.

COMMENT The system output, which is the pointer movement here, is governed by the

second-order system response described in Chapter 3. However, the torque input to the mechanical

system is a function of the electrical response of the system. In this measurement system, the input

signal, which is the applied voltage here, is transformed into a mechanical torque to provide the

measurable output deflection.

6.3 ANALOG DEVICES: VOLTAGE MEASUREMENTS

Often we are interested in measuring either static or dynamic voltage signals. Depending on the

source, the magnitude of these signals may range over several orders of magnitude throughout the

measured signal chain. The frequency content of dynamic voltage signals is often of interest as well.

As such, a wide variety of measurement systems have been developed for voltage measurement of

static and dynamic signals. This section discusses several convenient and common methods to

indicate voltage in measurement systems.

Analog Voltage Meters

A DC voltage can be measured in through the analog circuit shown in Figure 6.6, where a

D’Arsonval movement is used in series with a resistor. Although fundamentally sensitive to current

flow, the D’Arsonval movement can be calibrated in terms of voltage by using an appropriate known

fixed resistor and through Ohm’s law relating it to the measured current. This basic circuit is

employed in the construction of analog voltage dials and volt-ohmmeters (VOMs), which for many

years served as the common measurement device for current, voltage, and resistance.

An AC voltage can be measured through rectification or through the use of an electromagnet,

either in an electrodynamometer or with a movable iron vane. These instruments are sensitive to the

rms (root-mean-square) value of a simple periodic AC current, and can be calibrated in terms of

voltage; shunt resistors can be used to establish the appropriate scale. The circuit shown in

Figure 6.6 can also be used to measure an AC voltage if the input voltage is rectified prior to

Resistor for
range selection

D'Arsonval meter
movement

Input
DC voltage Figure 6.6 A DC voltmeter circuit.
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input to this circuit. The waveform output of the rectifier must be considered if a steady meter

reading is to be obtained. An AC meter indicates a true rms value for a simple periodic signal only,

but a true rms AC voltmeter performs the signal integration (e.g., Eq. 2.4) required to accurately

determine the rms value in a signal-conditioning stage and indicates true signal rms regardless

of waveform.

Oscilloscope

The oscilloscope is a practical graphical display device providing an analog representation of a

measured signal. It is used to measure and to visually display voltage magnitude versus time for

dynamic signals over a wide range of frequencies with a signal bandwidth extending commonly into

the megahertz range and, with some units, into the gigahertz range (1, 2). A useful diagnostic tool, the

oscilloscope provides a visual output of signal magnitude, frequency, distortion, and a delineation of

the DC and AC components. The visual image provides a direct means to detect the superposition of

noise and interference on a measured signal, something nonvisual metering devices cannot do. In

addition to signal versus time, a typical unit can also display two or more signals [X(t) and Y(t)],

perform addition and subtraction of signals (X þ Y, X � Y), and display amplitude versus amplitude

(XY) plots and other features. Some digital oscilloscopes have significant internal storage so as to

mimic a data-logging signal recorder. Others have internal fast Fourier transform (FFT) circuitry to

provide for direct spectral analysis of a signal (see Chapter 2).

Although seen less often today, the cathode ray oscilloscope is interesting in that the cathode

tube operates as a time-based voltage transducer. Its schematic is shown in Figure 6.7. A beam of

electrons is emitted by the cathode ray tube. The output of the oscilloscope is a signal trace on the

screen of the instrument, created by the impact of the electrons on a phosphorescent coating on the

screen. Because an electron beam is composed of charged particles, it can be guided by an

electrical field. In the case of the oscilloscope, pairs of plates are oriented horizontally and

vertically to control the location of the impact of the electron beam on the screen. The beam

sweeps horizontally across the screen at a known speed or frequency. Input voltages to the

oscilloscope result in vertical deflections of the beam, and produce a trace of the voltage variations

(vertical or y axis) versus time (horizontal or x axis) on the screen. The horizontal sweep frequency

can be varied over a wide range, and the operation of the oscilloscope is such that high-frequency

waveforms can be resolved.

A digital oscilloscope, such as shown in Figure 6.8a, also provides an analog representation of

the measured signal. But it does so by first sampling the signal to convert it into a digital form and

then reconstructing the signal on a phosphorous or liquid-crystal display (LCD) screen as an analog

Display
section

Vertical
circuitry

Trigger
circuitry

Horizontal
circuitry

CRTE1

Figure 6.7 Schematic of basic cathode-ray

tube oscilloscope.
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(a)

(b)

Figure 6.8 (a) Digital oscilloscope. (Photograph courtesy of Tektronix, Inc.) (b) Oscilloscope output.

(Photograph courtesy of Hewlett-Packard Company.)
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output, just as does a common LCD computer monitor. In this way, the digital oscilloscope measures

and stores voltage in a digital manner but then displays it in an analog format as a sequence of

measured points, as shown in Figure 6.8b. The amplifier and time base controls are interpreted as

with the analog oscilloscope. These common lab devices can be found as small and very portable

packages and are often a virtual software component of a 12- to 18-bit analog-to-digital converter

data acquisition system. Analog-to-digital sampling techniques used to measure voltages are

discussed in Chapter 7.

The LabView interactive program (virtual instrument) called Oscilloscope is available with the

companion software. It features a basic two-channel oscilloscope. The user can vary channel

displayed and the time sweep and gain using two built-in signals (sine wave and square wave) and an

active signal trigger.

Example 6.2

We can pick the requirements for an oscilloscope based on the intended signal to be measured. For

example, in the USB 1.1 protocol for data transmission, a single frame of data lasts for 1 ms with

data transmitted serially at 12 Mbps (million bits per second). We can simplify this as trying to

capture a 12 MHz square wave for 1 ms on the oscilloscope screen to base our requirements.

From the discussions of Chapter 2, we know that we need at least five harmonics to reconstruct a

square wave with any reasonable fidelity, so that the sampling rate required to reconstruct a 12 MHz

square wave is at least five times the fundamental frequency or at least 60 MHz (i.e., 60 � 106

samples/s). So that sets the lowest value on oscilloscope response. The storage capacity of the digital

oscilloscope required to capture one frame of the USB data signal is 60 � 106 samples/s � 0.001 s or

60,000 samples at 60 MHz. For comparison of potential oscilloscope needs, the more common USB

2.0 transmits at a nominal 480 Mbps and the new USB 3.0 transmits at 4.8 Gbps (i.e., 4.8 � 109

samples/sec).

Potentiometer

The potentiometer2 is a device used to measure DC voltages that are in the microvolt to millivolt

range. Equivalent to a balance scale, a potentiometer balances an unknown input voltage against a

known internal voltage until both sides are equal. A potentiometer is a null balance instrument in

that it drives the loading error to essentially zero. Potentiometers have been supplanted by digital

voltmeters, which are deflection mode devices but have very high input impedances so as to keep

loading errors small, even at low-level voltages.

Voltage Divider Circuit

A general purpose component found in the potentiometer circuit is the voltage divider circuit shown

in Figure 6.9. The point labeled A in Figure 6.9 represents a sliding contact, which makes an

2 The term ‘‘potentiometer’’ is used in several different ways: a sliding contact precision variable resistor, the divider circuit

in Figure 6.9, and a high-precision circuit used as a voltage measuring instrument.
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electrical connection with the resistor R. The resistance between points A and B in the circuit is a

linear function of the distance from A to B. So the output voltage sensed by the meter is given by

Eo ¼ Lx

LT
Ei ¼ Rx

RT

Ei ð6:8Þ

which holds so long as the internal resistance of the meter, Rm, is very large relative to RT.

Potentiometer Instruments

A simple potentiometer measuring instrument can be derived from the voltage divider circuit as

shown in Figure 6.10. In this arrangement a current-sensing device, such as a galvanometer, is used

to detect current flow; any current flow through the galvanometer, G, would be a result of an

imbalance between the measured voltage, Em, and the voltage imposed across points A to B, EAB.

The voltage EAB is adjusted by moving the sliding contact A; if this sliding contact is calibrated in

terms of a known supply voltage, Ei, the circuit may be used to measure voltage by creating a

balanced condition, indicated by a zero current flow through the galvanometer. A null balance,

corresponding to zero current flow through G, occurs only when Em ¼ EAB. With a known and

constant supply voltage Ei, the position of A can be calibrated to indicate Em directly, as suggested

by Equation 6.8.

A practical potentiometer includes a means for setting the supply voltage Ei. One way uses a

separate divider circuit to adjust the output from a cheap, replaceable battery to equal the fixed,

known output from a standard voltage cell. This way, the replaceable battery is used for subsequent

measurements. Potentiometer instruments can have systematic uncertainties of <1 mV and random

uncertainties <0.2 mV.

Rm

Ei

EABEo

Lx, Rx

LT, RT

B

A

x

Meter

Total
resistance

RT

Figure 6.9 Voltage divider circuit.

Galvanometer
A

B

EAB Em

Ei G

Figure 6.10 Basic potentiometer circuit.

218 Chapter 6 Analog Electrical Devices and Measurements



E1C06 09/14/2010 11:55:4 Page 219

6.4 ANALOG DEVICES: RESISTANCE MEASUREMENTS

Resistance measurements may range from simple continuity checks, to determining changes in

resistance on the order of 10�6 V, to determining absolute resistance ranging from 10�5 to 1015 V.

As a result of the tremendous range of resistance values that have practical application, numerous

measurement techniques that are appropriate for specific ranges of resistance or resistance changes

have been developed. Some of these measurement systems and circuits provide necessary protection

for delicate instruments, allow compensation for changes in ambient conditions, or accommodate

changes in transducer reference points. In addition, the working principle of many transducers is

a change in resistance relative to a change in the measured variable. We will discuss the

measurement of resistance using basic techniques of voltage and current measurement in conjunc-

tion with Ohm’s law.

Ohmmeter Circuits

A simple way to measure resistance is by imposing a voltage across the unknown resistance and

measuring the resulting current flow where R ¼ E=I. Clearly, from Ohm’s law the value of resistance

can be determined in a circuit such as in Figure 6.11, which is the basis of a common analog ohmmeter.

Practical analog ohmmeters use circuits similar to those shown in Figure 6.12, which use shunt

resistors and a D’Arsonval mechanism for measuring a wide range of resistance while limiting the

flow of current through the meter movement. In this technique, the lower limit on the measured

resistance R1 is determined by the upper limit of current flow through it, that is, I1. A practical limit to

the maximum current flow through a resistance is imposed by the ability of the resistance element to

dissipate the power generated by the flow of current (I2R heating). For example, the limiting ability of a

thin metallic conductor to dissipate heat is the principle on which fuses are based. At too large a value

of I1, they melt. The same is true for delicate, small resistance sensors!

Bridge Circuits

A variety of bridge circuits have been devised for measuring capacitance, inductance, and, most

often, resistance. A purely resistive bridge, called a Wheatstone bridge, provides a means for

D’Arsonal meter
movement

Ammeter

I1

R

Voltage
adjust

E

Measured
resistance, R1

Figure 6.11 Basic analog ohmmeter (voltage is

adjusted to yield full-scale deflection with ter-

minals shorted).
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accurately measuring resistance, and for detecting very small changes in resistance. Figure 6.13

shows the basic arrangement for a bridge circuit, where R1 is a sensor that experiences a change in

resistance associated with a change in some physical variable. A DC voltage is applied as an input

across nodes A to D, and the bridge forms a parallel circuit arrangement between these two nodes.

The currents flowing through the resistors R1 to R4 are I1 to I4, respectively. Under the condition that

the current flow through the galvanometer, Ig, is zero, the bridge is in a balanced condition

(alternatively, a current-sensing digital voltmeter might be used in place of the galvanometer).

A specific relationship exists between the resistances that form the bridge at balanced conditions.

To find this relationship, let Ig ¼ 0. Under this balanced condition, there is no voltage drop from

B to C and

I1R1 � I3R3 ¼ 0

I2R2 � I4R4 ¼ 0
ð6:9Þ

Under balanced conditions, the current through the galvanometer is zero, and the currents through

the arms of the bridge are equal:

I1 ¼ I2 and I3 ¼ I4 ð6:10Þ

R1

R1 R2

R2

Circuit for a simple series ohmmeter

Zero adjustDC voltage
supply

DC voltage
supply (battery)

Resistor

Zero
control

Range
select

Range select

D'Arsonval
meter movement

D'Arsonval
meter

movement

Unknown
resistance

Unknown
resistance

Figure 6.12 Multirange ohmmeter

circuits.
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Solving Equations 6.9 simultaneously, with the condition stated in Equation 6.10, yields the

necessary relationship among the resistances for a balanced bridge:

R2

R1

¼ R4

R3

ð6:11Þ

Resistance and resistance change can be measured in one of two ways with this bridge circuit. If

the resistor R1 varies with changes in the measured physical variable, one of the other arms of the

bridge can be adjusted to null the circuit and determine resistance. Another method uses a voltage

measuring device to measure the voltage unbalance in the bridge as an indication of the change in

resistance. Both of these methods will be analyzed further.

Null Method

Consider the circuit shown in Figure 6.13, where R2 is an adjustable variable resistance. If the

resistance R1 changes due to a change in the measured variable, the resistance R2 can be adjusted to

compensate so that the bridge is once again balanced. In this null method of operation, the

resistanceR2 must be a calibrated variable resistor, such that adjustments toR2 directly indicate the

value of R1. The balancing operation may be accomplished either manually or automatically

through a closed-loop controller circuit. An advantage of the null method is that the applied input

voltage need not be known, and changes in the input voltage do not affect the accuracy of the

measurement. In addition, the current detector or controller need only detect if there is a flow of

current, not measure its value.

However, even null methods are limited. Earlier in this section, we assumed that the

galvanometer current was exactly zero when the bridge was balanced. In fact, because the resolution

of the galvanometer is limited, the current cannot be set exactly to zero. Consider a bridge that has

been balanced within the sensitivity of the meter, such that Ig is smaller than the smallest current

detectable. This current flow due to the meter resolution is a loading error with an associated

(systematic) uncertainty in the measured resistance, uR. A basic analysis of the circuit with a current

Ig
B

C

A D

R4

R1

R3

R2

I2

I3

I1

I4

Ei

G

Figure 6.13 Basic current-sensitive Wheatstone bridge

circuit (G, galvanometer).
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flow through the galvanometer yields

uR

R1

¼ Ig R1 þ Rg

� �
Ei

ð6:12Þ

where Rg is the internal resistance of the galvanometer. Alternatively, if a current-sensing digital

voltmeter is used, then the input bias current from this meter remains and a small offset voltage is

present as a loading error.

Equation 6.12 can serve to guide the choice in a galvanometer or digital meter and a battery

voltage for a particular application. Clearly, the range of error is reduced by increased input

voltages. However, the input voltage is limited by the power-dissipating capability of the resistance

device, R1. The power that must be dissipated by this resistance is I2
1R1.

Deflection Method

In an unbalanced condition, the magnitude of the current or voltage drop for the meter portion of the

bridge circuit is a direct indication of the change in resistance of one or more of the arms of the

bridge. Consider first the case where the voltage drop from node B to node C in the basic bridge is

measured by a meter with infinite internal impedance, so that there is no current flow through the

meter, as shown in Figure 6.14. Knowing the conditions for a balanced bridge given in Equation 6.10,

the voltage drop from B to C can be determined, since the current I1 must equal the current I2, as

Eo ¼ I1R1 � I3R3 ð6:13Þ
Under these conditions, substituting Equations 6.9 to 6.11 into Equation 6.13 yields

Eo ¼ Ei

R1

R1 þ R2

� R3

R3 þ R4

� �
ð6:14Þ

The bridge is usually initially balanced at some reference condition. Any transducer

resistance change, as a result of a change in the measured variable, would then cause a deflection

in the bridge voltage away from the balanced condition. Assume that from an initially balanced

condition where Eo ¼ 0, a change in R1 occurs to some new value, R
0
1 ¼ R1 þ dR. The output from

B

C

A D

R4

R1

R3

R2

I2

I3

I1

I4

Ei

Em
Rm ∞

Figure 6.14 Voltage-sensitive Wheatstone bridge.
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the bridge becomes

Eo þ dEo ¼ Ei

R
0
1

R
0
1 þ R2

� R3

R3 þ R4

� �
¼ Ei

R
0
1R4 � R3R2

R
0
1 þ R2

� �
R3 þ R4ð Þ ð6:15Þ

In many designs the bridge resistances are initially equal. Setting R1 ¼ R2 ¼ R3 ¼ R4 ¼ R allows

Equation 6.15 to be reduced to

dEo

Ei

¼ dR=R

4 þ 2 dR=Rð Þ ð6:16Þ

In contrast to the null method of operation of a Wheatstone bridge, the deflection bridge

requires a meter capable of accurately indicating the output voltage, as well as a stable and known

input voltage. But the bridge output should follow any resistance changes over any frequency input,

up to the frequency limit of the detection device! So a deflection mode is often used to measure time-

varying signals.

If the high-impedance voltage measuring device in Figure 6.14 is replaced with a relatively low-

impedance current measuring device and the bridge is operated in an unbalanced condition, a

current-sensitive bridge circuit results. Consider Kirchhoff’s laws applied to the Wheatstone bridge

circuit for a current-sensing device with resistance Rg. The input voltage is equal to the voltage drop

in each arm of the bridge,

Ei ¼ I1R1 þ I2R2 ð6:17Þ
but I2 ¼ I1 � Ig, which gives

Ei ¼ I1 R1 þ R2ð Þ � IgR2 ð6:18Þ
If we consider the voltage drops in the path through R1, Rg, and R3, the total voltage drop must

be zero:

I1R1 þ IgRg � I3R3 ¼ 0 ð6:19Þ
For the circuit formed by Rg, R4, and R2,

IgRg þ I4R4 � I2R2 ¼ 0 ð6:20Þ
or with I2 ¼ I1 � Ig and I4 ¼ I3 þ Ig,

IgRg þ I3 þ Ig
� �

R4 � I1 � Ig
� �

R2 ¼ 0 ð6:21Þ
Equations 6.18 to 6.21 form a set of three simultaneous equations in the three unknowns I1, Ig, and I3.

Solving these three equations for Ig yields

Ig ¼ Ei R1R4 � R2R3ð Þ
R1R4 R2 þ R3ð Þ þ R2R3 R1 þ R4ð Þ þ Rg R1 þ R2ð Þ R3 þ R4ð Þ ð6:22Þ

and Eo ¼ IgRg. Then, the change in resistance of R1 can be found in terms of the bridge deflection

voltage, Eo, by

dR

R1

¼ R3=R1ð Þ Eo=Ei þ R2= R2 þ R4ð Þ½ �
1 � Eo=Ei � R2= R2 þ R4ð Þ � 1 ð6:23Þ
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Consider the case when all of the resistances in the bridge are initially equal to R, and subsequently

R1 changes by an amount dR. The current through the meter is given by

Ig ¼ Ei

dR=R

4 Rþ Rg

� � ð6:24Þ

and the output voltage is given by Eo ¼ IgRg,

Eo ¼ Ei

dR=R

4 1 þ R=Rg

� � ð6:25Þ

The bridge impedance can affect the output from a constant voltage source having an internal

resistance Rs. The effective bridge resistance, based on a Th�evenin equivalent circuit analysis, is

given by

RB ¼ R1R3

R1 þ R3

þ R2R4

R2 þ R4

ð6:26Þ

such that for a power supply of voltage Es

Ei ¼ EsRB

Rs þ RB

ð6:27Þ

In a similar manner, the bridge impedance can affect the voltage indicated by the voltage-

measuring device. For a voltage-measuring device of internal impedance Rg, the actual bridge

deflection voltage, relative to the indicated voltage, Em, is

Eo ¼ Em

Rg

R1R2

R1 þ R2

þ R3R4

R3 þ R4

þ Rg

� �
ð6:28Þ

The difference between the measured voltage Em and the actual voltage Eo is a loading error, in

this case due to the bridge impedance load. Loading errors are discussed next.

Example 6.3

A certain temperature sensor experiences a change in electrical resistance with temperature

according to the equation

R ¼ Ro 1 þ a T � Toð Þ½ � ð6:29Þ
where

R¼ sensor resistance (V)

Ro ¼ sensor resistance at the reference temperature, To (V)

T¼ temperature (�C)

To ¼ reference temperature (0�C)

a¼ the constant 0.00395�C�1

This temperature sensor is connected in a Wheatstone bridge like the one shown in Figure 6.13,

where the sensor occupies the R1 location, and R2 is a calibrated variable resistance. The bridge

is operated using the null method. The fixed resistances R3 and R4 are each equal to 500 V. If the
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temperature sensor has a resistance of 100 V at 0�C, determine the value of R2 that would balance

the bridge at 0�C.

KNOWN R1 ¼ 100 V
R3 ¼ R4 ¼ 500 V

FIND R2 for null balance condition

SOLUTION From Equation 6.11, a balanced condition for this bridge would be achieved when

R2 ¼ R1R4=R3 or R2 ¼ 100 V. Notice that to be a useful circuit, R2 must be adjustable and provide

an indication of its resistance value at any setting.

Example 6.4

Consider a deflection bridge, which initially has all four arms of the bridge equal to 100 V, with the

temperature sensor described in Example 6.3 again as R1. The input or supply voltage to the bridge is

10 V. If the temperature of R1 is changed such that the bridge output is 0.569 V, what is the

temperature of the sensor? How much current flows through the sensor and how much power must it

dissipate?

KNOWN Ei ¼ 10 V

Initial (reference) state: R1 ¼ R2 ¼ R3 ¼ R4 ¼ 100 V
Eo ¼ 0 V

Deflection state: Eo ¼ 0.569 V

ASSUMPTION Voltmeter has infinite input impedance but source has negligible

impedance (Es ¼ Ei).

FIND T1, I1, P1

SOLUTION The change in the sensor resistance can be found from Equation 6.16 as

dEo

Ei

¼ dR=R

4 þ 2 dR=Rð Þ )
0:569

10
¼ dR

400 þ 2dR

dR ¼ 25:67 V

This gives a total sensor resistance of R1 þ dR ¼ 125:7 V, which equates to a sensor temperature of

T1 ¼ 65�C.

To determine the current flow through the sensor, consider first the balanced case where all the

resistances are equal to 100V. The equivalent bridge resistanceRB is simply 100V and the total current

flow from the supply, Ei /RB ¼ 100 mA. Thus, at the initially balanced condition, the current flow

through each arm of the bridge and through the sensor is 50 mA. If the sensor resistance changes to

125.67 V, the current will be reduced. If the output voltage is measured by a high-impedance device,

such that the current flow to the meter is negligible, the current flow through the sensor is given by

I1 ¼ Ei

1

R1 þ dRð Þ þ R2

ð6:30Þ

This current flow is then 44.3 mA.
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The power, P1 ¼ I2
1 R1 þ dRð Þ, that must be dissipated from the sensor is 0.25 W, which,

depending on the surface area and local heat transfer conditions, may cause a change in the

temperature of the sensor.

COMMENT The current flow through the sensor results in a sensor temperature higher than

would occur with zero current flow due to I2R heating. This is a loading error that offsets the

indicated temperature, a systematic error. There is a trade-off between the increased sensitivity,

dEo/dR1, and the correspondingly increased current associated with E1. The input voltage must be

chosen appropriately for a given application.

6.5 LOADING ERRORS AND IMPEDANCE MATCHING

In an ideal sense, an instrument or measurement system should not in itself affect the variable

being measured. Any such effect will alter the variable and be considered as a ‘‘loading’’ that the

measurement system exerts on the measured variable. A loading error is the difference between

the value of the measurand and the indicated value brought on by the act of measurement.

Loading effects can be of any form: mechanical, electrical, or optical. When the insertion of a

sensor into a process somehow changes the physical variable being measured, that is a loading

error. A loading error can occur anywhere along the signal path of a measurement system. If

the output from one system stage is in any way affected by the subsequent stage, then the signal

is affected by interstage loading error. Good measurement system design minimizes all loading

errors.

To illustrate this idea, consider measuring the temperature of a volume of a high-temperature

liquid using a mercury-in-glass thermometer. Some finite quantity of energy must flow from the

liquid to the thermometer to achieve thermal equilibrium between the thermometer and the liquid

(i.e., the thermometer may cool down or heat up the liquid). As a result of this energy flow, the liquid

temperature is changed, and the measured value does not correspond to the initial liquid temperature

sought. This measurement has introduced a loading error.

Or consider the current flow that drives the galvanometer in the Wheatstone bridge of

Figure 6.13. Under deflection conditions, some energy must be removed from the circuit to deflect

the pointer. This reduces the current in the circuit, bringing about a loading error in the measured

resistance. On the other hand, under null balance conditions, there is no perceptible pointer

deflection, and so a negligible amount of current is removed from the circuit. There is then

negligible loading error.

In general, null balance techniques minimize the magnitude of loading error to negligible

levels. Deflection methods derive energy from the process being measured. Therefore, deflection

methods need careful consideration to make sure the resulting loading errors are kept to an

acceptable level.

Loading Errors for Voltage-Dividing Circuit

Consider the voltage-divider circuit shown in Figure 6.9 for the case where Rm is finite. Under these

conditions, the circuit can be represented by the equivalent circuit shown in Figure 6.15. As the

sliding contact at point A moves, it divides the full-scale deflection resistance R into R1 and R2, such
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that R1 þ R2 ¼ RT. The resistances Rm and R1 form a parallel loop, yielding an equivalent resistance,

RL, given by

RL ¼ R1Rm

R1 þ Rm

ð6:31Þ

The equivalent resistance for the entire circuit, as seen from the voltage source, is Req:

Req ¼ R2 þ RL ¼ R2 þ R1Rm

R1 þ Rm

ð6:32Þ

The current flow from the voltage source is then

I ¼ Ei

Req

¼ Ei

R2 þ R1Rm= R1 þ Rmð Þ ð6:33Þ

and the output voltage is given by

Eo ¼ Ei � IR2 ð6:34Þ
This result can be expressed as

Eo

Ei

¼ 1

1 þ R2=R1ð Þ R1=Rm þ 1ð Þ ð6:35Þ

The limit of this expression as Rm tends to infinity is

Eo

Ei

¼ R1

R1 þ R2

ð6:36Þ

which is just Equation 6.8. Also, as R2 approaches zero, the output voltage approaches the supply

voltage, as expected. Expressing the value found from Equation 6.8 as the true value Eo=Eið Þ0 , the

loading error eI may be given by

eI ¼ Ei

Eo

Ei

� �
� Eo

Ei

� �0� �
ð6:37Þ

Here the loading error goes to zero as Rm ! 1. Hence, a high meter resistance reduces loading

error in voltage measurements.

B

A

I

R2

R1

Ei

Rm Eo

Figure 6.15 Instruments in parallel to signal path form an

equivalent voltage-dividing circuit.
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Interstage Loading Errors

Consider the common situation of Figure 6.16, in which the output voltage signal from one

measurement system device provides the input to the following device. The open circuit potential E1

is present at the output terminal of device 1 with output impedance Z1. However, the output signal

from device 1 provides the input to a second device, which, at its input terminals, has an input

impedance Zm. As shown, the Th�evenin equivalent circuit of device 1 consists of a voltage generator,

of open circuit voltage E1, with internal series impedance Z1. Connecting device 2 to the output

terminals of device 1 is equivalent to placing Zm across the Th�evenin equivalent circuit. The finite

impedance of the second device causes a current, I, to flow in the loop formed by the two terminals,

and Zm acts as a load on the first device. The potential sensed by device 2 is

Em ¼ IZm ¼ E1

1

1 þ Z1=Zm

ð6:38Þ

The original potential has been changed due to the interstage connection that has caused a loading

error, eI ¼ Em � E1,

eI ¼ E1

1

1 þ Z1=Zm

� 1

� �
ð6:39Þ

For a maximum in the voltage potential between stages, it is required that Zm � Z1 such that

eI ! 0. As a practical matter, this can be a challenge to achieve at reasonable cost and some design

compromise is inevitable.

When the signal is current driven, the maximum current transfer between devices 1 and 2 is

desirable. Consider the circuit shown in Figure 6.17 in which device 2 is current sensitive, such

as with a current-sensing galvanometer. The current through the loop indicated by the device 2 is

given by

Im ¼ E1

Z1 þ Zm

ð6:40Þ

However, if the measurement device is removed from the circuit, the current is given by the short-

circuit value

I 0 ¼ E1

Z1

ð6:41Þ

Zth
I

Z1

Zm

E1

Device 1 Device 2

(a) (b)

Equivalent circuit

E1 Em

E1

Figure 6.16 Equivalent circuit formed by interstage (parallel) connections.
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The loading error, eI ¼ Im � I0, is

eI ¼ E1

�Zm

Z2
1 þ Z1Zm

ð6:42Þ

From Equation 6.42 or Equations 6.40 and 6.41, it is clear that to reduce current-driven loading

error, then Zm � Z1, such that eI ! 0.

Example 6.5

For the Wheatstone bridge shown in Figure 6.18, find the open circuit output voltage (when

Rm ! 1) if the four resistances change by

dR1 ¼ þ40 V dR2 ¼ �40 V dR3 ¼ þ40 V dR4 ¼ �40 V

KNOWN Measurement device resistance given by Rm

ASSUMPTIONS Rm ! 1
Negligible source impedance

FIND Eo

Z1

Z1

Zm

E1

Im

Device 1 Device 2

I'

(a) (b)

Equivalent circuit

Zm

Figure 6.17 Instruments in series with signal path.

B

C

DA

R2 = 5000 R1 = 5000 

R3 =
8000

R4 =
8000

I2

I3

I1

I4

Ei = 50 V

Eo
Rm

Figure 6.18 Bridge circuit for Example 6.5.
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SOLUTION From Equation 6.14

Eo ¼ Ei

R1

R1 þ R2

� R3

R3 þ R4

� �

¼ 50 V
5040 V

5040 Vþ 4960 V
� 8040 V

8040 Vþ 7960 V

� �
¼ þ0:0750 V

Example 6.6

Now consider the case where a meter with internal impedance Rm¼ 200 kV is used in Example 6.5.

What is the output voltage with this particular meter in the circuit? Estimate the loading error.

KNOWN Rm ¼ 200;000 V

FIND Eo; eI

SOLUTION Because the output voltage Eo is equal to ImRm, where Im is found from

Equation 6.22,

Eo ¼ RgIm ¼ EiRm R1R4 � R2R3ð Þ
R1R4 R2 þ R3ð Þ þ R2R3 R1 þ R4ð Þ þ Rm R1 þ R2ð Þ R3 þ R4ð Þ

which for Rm ¼ 200,000 V, gives Eo ¼ 0.0726 V.

The loading error eI is the difference in the two output voltages between infinite meter

impedance (Ex. 6.5) and finite meter impedance. This gives eI ¼ 0.0726 � 0.0750 ¼�2.4 mV with

the negative sign reflecting a lower measured value under load.

The bridge output may also be expressed as a ratio of the output voltage with Rm ! 1, E
0
o, and

the output voltage with a finite meter resistance Eo:

Eo

E
0
o

¼ 1

1 þ Re=Rg

where Re ¼ R1R2

R1 þ R2

þ R3R4

R3 þ R4

; which yields for the present example

Eo

E
0
o

¼ 1

1 þ 6500=200; 000
¼ 0:969

The percent loading error, 100 � Eo

E
0
o

� 1

� �
, is �3.15%.

6.6 ANALOG SIGNAL CONDITIONING: AMPLIFIERS

An amplifier is a device that scales the magnitude of an analog input signal according to the relation

Eo tð Þ ¼ h Ei tð Þf g
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where h Ei tð Þf g defines a mathematical function. The simplest amplifier is the linear scaling

amplifier in which

h Ei tð Þf g ¼ GEi tð Þ ð6:43Þ
where the gain G is a constant that may be any positive or negative value. Many other types of

operation are possible, including the ‘‘base x’’ logarithmic amplifier in which

h Ei tð Þf g ¼ G logx Ei tð Þð Þ ð6:44Þ
Amplifiers have a finite frequency response and limited input voltage range.

The most widely used type of amplifier is the solid-state operational amplifier. This device is

characterized by a high input impedance Zi > 107V
� �

, a low output impedance Zo < 100 Vð Þ, and a

high internal gain Ao 	 105 to 106
� �

. As shown in the general diagram of Figure 6.19a, an

operational amplifier has two input ports, a noninverting and an inverting input, and one output

port. The signal at the output port is in phase with a signal passed through the noninverting input port

but is 180 degrees out of phase with a signal passed through the inverting input port. The amplifier

requires dual-polarity DC excitation power ranging from 
5 V to 
15 V. In addition, two DC

voltage offset null (bias) input ports provide a means to zero out any output offset signal at zero

input; usually a variable 10 kV resistor is placed across these inputs to adjust offset null.

As an example, the pin connection layout of a common operational amplifier circuit, the type

741, is shown in Figure 6.19b in its eight-pin, dual-in-line ceramic package form. This is the familiar

rectangular black integrated circuit package seen on circuit boards. Each pin port is numbered and

labeled as to function. An internal schematic diagram is shown in Figure 6.19c with the

corresponding pin connections labeled. As shown, each input port (i.e., 2 and 3) is attached to

the base of an npn transistor.

The high internal open loop gain, Ao, of an operational amplifier is given as

Eo ¼ Ao Ei2 tð Þ � Ei1 tð Þð Þ ð6:45Þ
The magnitude of Ao, flat at low frequencies, falls off rapidly at high frequencies, but this intrinsic

gain curve is overcome by using external input and feedback resistors that set the circuit gain G and

circuit response. Some possible amplifier configurations using an operational amplifier are shown in

Figure 6.20.

Because the amplifier has a very high internal gain and negligible current draw, resistors R1 and

R2 are used to form a feedback loop and control the overall amplifier circuit gain, called the

closed loop gain, G. The noninverting linear scaling amplifier circuit of Figure 6.20a has a closed

loop gain of

G ¼ Eo tð Þ
Ei tð Þ ¼

R1 þ R2

R2

ð6:46Þ

Resistor Rs does not affect the gain but is used to balance out potential variation problems at small

currents. Its value is selected such that Rs 	 R1R2= R1 þ R2ð Þ. The inverting linear scaling amplifier

circuit of Figure 6.20b provides a gain of

G ¼ Eo tð Þ
Ei tð Þ ¼

R2

R1

ð6:47Þ

By utilizing both inputs, the arrangement forms a differential amplifier, Figure 6.20c, in which

Eo tð Þ ¼ Ei2 tð Þ � Ei1 tð Þð Þ R2=R1ð Þ ð6:48Þ
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The differential amplifier circuit is effective as a voltage comparator for many instrument

applications (see Section 6.7).

A voltage follower circuit is commonly used to isolate an impedance load from other stages of a

measurement system, such as might be needed with a high-output impedance transducer. A

schematic diagram of a voltage follower circuit is shown in Figure 6.20d. Note that the feedback
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Figure 6.19 Operational amplifier.
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signal is sent directly to the inverting port. The output for such a circuit, using Equation 6.45, is

Eo tð Þ ¼ Ao Ei tð Þ � Eo tð Þð Þ
or writing in terms of the circuit gain, G ¼ Eo tð Þ=Ei tð Þ,

G ¼ Ao

1 þ Ao

	 1 ð6:49Þ
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Eo (E = i1 – Ei2)
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(a)  Noninverting amplifier

(c)  Differential amplifier

(e)  Integrator

(d)  Voltage follower

(f )  Differentiator

(b)  Inverting amplifier

A

C

C

G = Ei dt–1
R2C ∫ Eo = –R2CEi

⋅

Ri

Rs

Figure 6.20 Some common amplifier circuits using operational amplifiers.
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Using Kirchhoff’s law about the noninverting input loop yields

Ii tð ÞR1 þ Eo tð Þ ¼ Ei tð Þ
Then the circuit input resistance Ri is

Ri ¼ Ei tð Þ
Ii tð Þ ¼ Ei tð ÞR1

Ei tð Þ � Eo tð Þ ð6:50Þ

Likewise the output resistance is found to be

Ro ¼ R2

1 þ Ao

ð6:51Þ

Because Ao is large, Equations 6.49 to 6.51 show that the input impedance, developed as a resistance,

of the voltage follower can be large, its output impedance can be small, and the circuit will have near

unity gain. Acceptable values for R1 and R2 range from 10 to 100 kV to maintain stable operation.

Input signal integration and differentiation can be performed with the operational amplifier

circuits. For the integration circuit in Figure 6.20e, the currents through R2 and C are given by

IR2
tð Þ ¼ Ei tð Þ � EA tð Þ

R2

IC tð Þ ¼ C
d

dt
Eo tð Þ � EA tð Þð Þ

Summing currents at node A yields the integrator circuit operation:

Eo tð Þ ¼ � 1

R2C

Z
Ei tð Þdt ð6:52Þ

As a special note, if the input voltage is a constant positive DC voltage, then the output signal will be

a negative linear ramp, E0 ¼ �Eit=RC, with t in seconds, a feature used in ramp converters and

integrating digital voltmeters (see Section 7.5 in Chapter 7). Integrator circuits are relatively

unaffected by high-frequency noise as integration averages out noise.

Following a similar analysis, the differentiator circuit shown in Figure 6.20f performs the

operation

Eo tð Þ ¼ �R2C
dEi tð Þ
dt

ð6:53Þ

Differentiator circuits amplify high-frequency noise in signals to the point of masking the true

signal. Adding resistor Ri limits high-frequency gain to a �3 dB cutoff frequency of f c ¼ 1=2pRiC.

In noisy environments, a passive RC differentiator may simply perform better.

6.7 ANALOG SIGNAL CONDITIONING: SPECIAL-PURPOSE CIRCUITS

Analog Voltage Comparator

A voltage comparator provides an output that is proportional to the difference between two input

voltages. As shown in Figure 6.21a, a basic comparator consists of an operational amplifier

operating in a high-gain differential mode. In this case, any difference between inputs Ei1 and Ei2 is

amplified at the large open-loop gain Ao. Accordingly, the output from the comparator saturates
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when Ei1 � Ei2 is either slightly positive or negative, the actual value set by the threshold voltage ET.

The saturation output value Esat is nearly the supply voltage Es. For example, a 741 op-amp driven at


15 V might saturate at 
13.5 V. The value for ET can be adjusted by the amplifier bias (offset null)

voltage Ebias. The comparator output is given by

Eo ¼ Ao Ei1 � Ei2ð Þ
¼ þEsat

¼ �Esat

for

for

for

��Ei1 � Ei2

�� � ET

Ei1 � Ei2 > ET

Ei1 � Ei2 < �ET

ð6:54Þ

This input–output relation is shown in Figure 6.21b. For a 
15 V supply and a gain of about

200,000, the comparator might saturate with a voltage difference of only �68 mV.

Often Ei2 is a known reference voltage. This allows the comparator output to be used for control

circuits to decide if Ei1 is less than or greater than Ei2 ; a positive difference gives a positive output.

One frequent use of the comparator is in an analog-to-digital converter (see Chapter 7). A zener-

diode connected between the þ input and the output provides a TTL(transistor-transistor logic)

compatible output signal for digital system use.

Sample-and-Hold Circuit

The sample-and-hold circuit (SHC) is used to take a narrow-band measurement of a time-changing

signal and to hold that measured value until reset. It is widely used in data acquisition systems using

analog-to-digital converters. The circuit tracks the signal until it is triggered to hold it at a fixed value

while measuring it. This is illustrated in Figure 6.22a, in which the track-and-hold logic provides

the appropriate trigger.

The basic circuit for sample and hold is shown in Figure 6.22b. The switch S1 is a fast analog

device. When the switch is closed, the ‘‘hold’’ capacitor C is charged through the source resistor Rs.

When the capacitor is charged, the switch is opened. The amplifier presents a very high input

impedance and very low current, which, together with a very low leakage capacitor, allows for a

sufficiently long hold time. The typical SHC is noninverting with a unit gain (G ¼ 1).

+Ebias –E bias

Ei1

Ei2

Eo

(a) Differential amplifier

Eo
output

Esat

–Esat

–ET ET
Ei1

 – Ei2

(b) Input–output scheme

G(Ei1
 – Ei2

)

Input

+

–

Figure 6.21 Analog voltage comparator.

6.7 Analog Signal Conditioning: Special-Purpose Circuits 235



E1C06 09/14/2010 11:55:6 Page 236

Charge Amplifier

A charge amplifier is used to convert a high-impedance charge q into an output voltage Eo. The

circuit consists of a high-gain, inverting voltage operational amplifier such as shown in Figure 6.23.

These circuits are commonly used with transducers that utilize piezoelectric crystals or capacitance

sensors. A piezoelectric crystal develops a time-dependent surface charge under varying mechanical

load.

The circuit output voltage is determined by

Eo ¼ �q Cr þ CT=Aoð Þ½ � ð6:55Þ
with CT ¼ Ct þ Cc þ Cr where Ct, Cc, and Cr represent the transducer, cable, and feedback

capacitances, respectively, Rc is the cable and transducer resistances, and Ao is the amplifier

Signal

Track–
hold logic

Sample–
hold signal

HHT TTTT T HH H

(a)

(b)

Time

Ei Eo

G

Eo = GEi

Rs

Control
logic

S
1

Switch

C
Amplifier

Figure 6.22 Sample and hold technique. (a) Original signal and the sample and hold signal (time

intervals exaggerated for illustrative purposes), (b) Circuit.

236 Chapter 6 Analog Electrical Devices and Measurements



E1C06 09/14/2010 11:55:6 Page 237

open-loop gain. Because the open-loop gain of operational amplifiers is very large, Equation 6.55

can often be simplified to

Eo 	 �q=Cr ð6:56Þ
A variable resistance Rt and fixed feedback capacitor are used to average out low-frequency

fluctuations in the signal.

4–20 mA Current Loop

Low-level voltage signals below about 100 mV are quite vulnerable to noise. Examples of

transducers having low-level signals include strain gauges, pressure gauges, and thermocouples.

One means of transmitting such signals over long distances is by signal boosting through

amplification. But amplification also boosts noise. A practical alternative method that is well

suited to an industrial environment is a 4–20 mA current loop (read as ‘‘4 to 20’’). In this approach,

the low-level voltage is converted into a standard current loop signal of between 4 and 20 mA, the

lower value for the minimum voltage and the higher value for the maximum voltage in the range.

The 4–20 mA current loop can be transmitted over several hundred meters without degradation. The

4–20 mA output is a common option for transducers.

At the output display end, a receiver converts the current back to a low-level voltage. This can

be as simple as a single resistor in parallel with the loop. For example, a 4–20 mA signal can be

converted back to a 1–5 V signal by terminating the loop with a 250 V resistor.

Multivibrator and Flip-Flop Circuits

Multivibrator and flip-flop circuits are analog circuits that also form the basis of digital signals. They

are useful for system control and triggering of events. The astable multivibrator is a switching

circuit that toggles on and off continuously between a high- and low-voltage state in response to an

applied time-dependent input voltage. It is used to generate a square waveform on a prompt, where

typically amplitudes vary between 0 V (low) and 5 V (high) in a manner known as a TTL signal.

Because the circuit continuously switches between high and low state, it is astable. The heart of this

q Ct Cc Rc

Cr

Eo ≈ –q/Cr

Transducer Connecting cable Charge amplifier

–

Rτ

Figure 6.23 Charge amplifier circuit shown connected to a transducer.
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circuit, as shown in Figure 6.24, is the two transistors T1 and T2, which conduct alternately; the

circuit is symmetric around the transistors. This generates a square wave signal of fixed period and

amplitude at the output as shown in Figure 6.25a. The working mechanism is straightforward. The

two transistors change state as the currents through capacitors C1 and C2 increase and decrease due

to the applied input. For example, when T2 turns on and its collector switches from Vc toward 0,

the base of T1 is driven negative, which turns T1 off. While C2 discharges, C1 charges. As the voltage

across C1 increases, the current across it decreases. But so long as the current through C1 is large

enough, T2 remains on. It eventually falls to a value that turns T2 off. This causes C2 to charge, which

turns T1 on. The period of the resulting square wave is proportional to R1C1.

A useful variation of the multivibrator circuit is the monostable. In this arrangement T2 stays on

until a positive external pulse or change in voltage is applied to the input. At that moment, T2 turns

off for a brief period of time, providing a jump in the output voltage. The monostable circuit cycles

+Vc

Ei Eo

T2T1

C1 C2

R1 R2

Figure 6.24 Basic multivibrator

circuit.

(a) Multivibrator signal

5 V

0 V

5 V

0 V

5 V

0 V

(b) Monostable signal

(c) Flip-flop signal

Figure 6.25 Circuit output response to an applied

input signal.
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just once, awaiting another pulse as shown in Figure 6.25b. Hence, it is often referred to as a one-

shot. Because it fires just once and resets itself, the monostable is an effective trigger.

Another variation of this circuit is the flip-flop or bistable multivibrator in Figure 6.26. This

circuit is an effective electronic switch. Its operation is analogous to that of a light switch; it is either

in an ‘‘on’’ (high) or an ‘‘off’’ (low) state. In practice, transistors T1 and T2 change state every time a

pulse is applied. If T1 is on with T2 off, a pulse turns T2 off, turning T1 on, producing the output

shown in Figure 6.25c. So the flip-flop output level changes from low to high voltage or high to low

voltage on command. The flip-flop is also the basic circuit of computer memory chips as it is capable

of holding a single bit of information (represented by either a high or low state) at any instant.

6.8 ANALOG SIGNAL CONDITIONING: FILTERS

A filter is used to remove undesirable frequency information from a dynamic signal. A filter

permits signal information associated with a defined band (range) of frequencies to pass, known

as the passband, while blocking the signal information associated with a band of frequencies,

known as the stopband. The filter is designed around its cutoff frequency fc , which fixes the

boundary between the passband and the stopband. Filters can be broadly classified as being low

pass, high pass, bandpass, and notch. The ideal gain characteristics of such filters can be

described by the magnitude ratio plots shown in Figure 6.27, which are described as follows. A

low-pass filter permits frequencies below the prescribed cutoff frequency fc to pass while

blocking the passage of frequency information above the cutoff frequency. Similarly, a high-

pass filter permits only frequency information above the cutoff frequency to pass. A bandpass

filter combines features of both the low- and high-pass filters. It is described by a low cutoff

frequency f c1
and a high cutoff frequency f c2

to define a band of frequency information that is

permitted to pass through the filter. A notch filter permits the passage of all frequency information

except that within a narrow frequency band. An intensive treatment of filters for analog and

digital signals can be found in many specialized texts (3–8).

Filters work by performing a well-defined mathematical operation on the input signal as

specified by their transfer function. The transfer function is defined by the position and values of

Ei

C1

T1

C2

T2

Eo

+V (supply voltage)c

Figure 6.26 Basic flip-flop circuit.
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elements in the filter design. Passive analog filter circuits consist of combinations of resistors,

capacitors, and inductors. Active filters incorporate operational amplifiers into the circuit, as well.

The sharp cutoff of the ideal filter cannot be realized in a practical filter. As an example, a plot of

the magnitude ratio for a real low-pass filter is shown in Figure 6.28. All filter response curves

contain a transition band over which the magnitude ratio decreases relative to the frequency from the

ffc

1

0

(a) Low-pass filter

M(f)

ffc

1

0

Stopband

Passband

(b) High-pass filter

M(f)

Stopband

Passband

ffc2
fc2

fc1
fc1

1

0

(c) Bandpass filter

M(f)

f

1

0

Stopband

PassbandPassband

(d) Notch filter

M(f)

Stop-
band

Stop-
band

Passband

Figure 6.27 Ideal filter characteristics.
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0.01
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1
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Figure 6.28 Magnitude ratio for a low-

pass Butterworth filter.
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passband to the stopband. This rate of transition is known as the filter roll-off, usually specified in

units of dB/decade. In addition, the filter introduces a phase shift between its input and output signal.

The design of real filters is focused on certain desirable response features. The magnitude and phase

characteristics of a real filter can be optimized to meet one of the following: (1) maximum

magnitude flatness over the passband, (2) a linear phase response over the passband, or (3) a sharp

transition from the passband to stopband with steep roll-off. No one filter can meet all three,

characteristics but we can design for any one of them. For example, a relatively flat magnitude ratio

over its passband with a moderately steep initial roll-off and acceptable phase response is a

characteristic of a Butterworth filter response. On the other hand, a very linear phase shift over its

passband but with a relatively gradual initial roll-off is a characteristic of a Bessel filter response.

The frequency-dependent behavior of low-pass, bandpass, and high-pass filters can be explored in

the LabView programs Butterworth filters and Bessel filters.

Butterworth Filter Design

A Butterworth filter is optimized to achieve maximum flatness in magnitude ratio over the passband.

A simple passive low-pass Butterworth filter can be constructed using the resistor-and-capacitor

(RC) circuit of Figure 6.29. By applying Kirchhoff’s law about the input loop, we derive the model

relating the input voltage Ei to the output voltage Eo:

RC _Eo tð Þ þ Eo tð Þ ¼ Ei tð Þ ð6:57Þ
This real filter model is a first-order system with one reactive (capacitor) component. Its magnitude

and phase response has already been given by Equations 3.9 and 3.10 with t¼ RC and v¼ 2pf and

its magnitude response is shown in Figure 6.28. The roll-off slope is 20 dB/decade.

A filter is designed around its cutoff frequency fc , defined as the frequency at which the signal

power is reduced by one-half. This is equivalent to the magnitude ratio being reduced to 0.707. In

terms of the decibel (dB),

dB ¼ 20 log M fð Þ ð3:11Þ
fc occurs at �3 dB, that is, the frequency where the signal is attenuated by 3 dB. For the filter of

Figure 6.29, this requires that t ¼ RC ¼ 1/(2pfc).

Improved Butterworth Filter Designs

With its simplicity, the RC filter begins to roll off well before the cutoff frequency; the roll-off is not

very sharp, and the phase shift response (recall Fig. 3.13) in not linear, leading to potential signal

distortion. But the flatness in the passband can be extended and the roll-off slope of a filter improved

by staging multiple filters in series, called cascading filters. This is done by adding reactive

elements, such as by alternating inductors (L) and capacitors (C), to the circuit as shown in the

R

CEi(t) Eo(t)

Figure 6.29 Simple first-order low-pass resistor-and-capacitor

(RC) Butterworth filter circuit.
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resulting LC ladder circuit of Figure 6.30. The resistances Rs and RL refer to the circuit source and

load impedances, respectively. A kth-order or k-stage filter contains k reactive elements in stages.

The magnitude ratio and phase shift for a k-stage low-pass Butterworth filter are given by

M fð Þ ¼ 1

1 þ f=f cð Þ2k
h i1=2

ð6:58aÞ

F fð Þ ¼
Xk
i¼1

Fi kð Þ ð6:58bÞ

where f=fc is the normalized frequency. The general normalized magnitude response curves for

k-stage Butterworth filters are shown in Figure 6.31. The roll-off slope is 20 � k (dB/decade) or

6 � k (dB/octave). Frequency-dependent signal attenuation is found from the dynamic error, d( f ),

or directly in decibels by

Aðf=f cÞ ¼ Attenuation dBð Þ ¼ 10 log 1 þ f=f cð Þ2k
h i

ð6:59Þ

L2 L4

C1 C3 C5Ei(t) Eo(t)RL

RS

Figure 6.30 Ladder circuit for multistage (cascading) low-pass LC filter to achieve a higher-order

response.
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Figure 6.31 Magnitude characteristics for Butterworth low-pass filters of various stages.
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Equation 6.59 is useful for specifying the required order of a filter based on desired response needs.

This is emphasized in Figure 6.32, showing how the stages affect attenuation versus normalized

frequency.

The specific elements values used in filter design are normalized to accommodate any specific

application. To achieve a Butterworth response in the case where RL ¼ RS, the ladder circuit of

Figure 6.30 uses circuit element values based on the scheme

Ci ¼ 2 sin
2i � 1ð Þp

2k

� �
where i is odd ð6:60aÞ

Li ¼ 2 sin
2i � 1ð Þp

2k

� �
where i is even ð6:60bÞ

where i ¼ 1, 2, . . . , k. Specific values are provided in Table 6.1 for elements Ci and Li for a two-

through five-stage Butterworth filter associated with Figure 6.30 (3, 8). The lead reactive element is

assumed to be a capacitor; if the lead reactive element is switched to an inductor (such that Li is odd),
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Figure 6.32 Attenuation with various stages of Butterworth filters.

Table 6.1 Normailzed Element Values for Low-Pass LC Butterworth Filtera (8)

k C1 L2 C3 L4 C5

2 1.414 1.414

3 1.000 2.000 1.000

4 0.765 1.848 1.848 0.765

5 0.618 1.618 2.000 1.618 0.618

aValues for Ci in farads Li in henrys are referenced to Rs = RL = 1 V and vc = 1 rad/s. See discussion for

proper scaling. For k = 1, use C1 = 1 F or L1 = 1 H.
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then the table values assigned toC andL switch. The values in Table 6.1 are normalized withRs¼RL¼
1 V and vc ¼ 2pfc ¼ 1 rad/s. For other values, Li and Ci are scaled by

L ¼ LiR=2pf c ð6:61aÞ

C ¼ Ci= R2pf cð Þ ð6:61bÞ
When RL 6¼ RS the impedances can be properly scaled but the reader is referred to published scaling

tables, such as given in reference 8. Butterworth filters are quite common and are found in

consumer products such as audio equipment. With their flat passband, they are commonly chosen as

anti-aliasing filters for data acquisition systems.

A Butterworth high-pass filter is shown in Figure 6.33. In comparing with Figure 6.30, we see

that the capacitors and inductors have been swapped. To estimate the high-pass filter values for

Figure 6.33, let (Li)HP ¼ (1/Ci)LP and (Ci)HP ¼ (1/Li)LP where subscript LP refers to the low-pass

values from Table 6.1 and HP refers to the high-pass filter values to be used with Figure 6.33.

Reflecting this, the scaling values for a high-pass filter are

L ¼ R=2pf cCi ð6:62aÞ

C ¼ 1=2pf cRLi ð6:62bÞ
The magnitude ratio for a high-pass filter is given by

M fð Þ ¼ 1

1 þ f c=fð Þ2k
h i1=2

ð6:63Þ

The phase shift properties described by Equation 6.58b apply.

Example 6.7

Design a one-stage Butterworth RC low-pass filter with a cutoff frequency of 100 Hz at �3 dB if

the source and load impedances are 50 V. Calculate the expected dynamic error and attenuation at

192 Hz in the realized filter.

KNOWN f c ¼ 100 Hz

k ¼ 1

FIND C and d

SOLUTION A single-stage low-pass Butterworth RC filter circuit would be similar to that of

Figure 6.28, which is just a first-order system with time constant t ¼ RC. With the relation v¼ 2pf,

RL

Rs

L5L3L1

C2 C4

Ei(t) Eo(t)

Figure 6.33 Ladder circuit for

multistage high-pass LC filter.
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the magnitude ratio for this circuit is given by

M fð Þ ¼ 1

1 þ vtð Þ2
h i1=2

¼ 1

1 þ 2pf tð Þ2
h i1=2

¼ 1

1 þ f=f cð Þ2
h i1=2

Setting M( f ) ¼ 0.707 ¼ �3 dB with f ¼ fc ¼ 100 Hz gives

t ¼ 1=2pf c ¼ RC ¼ 0:0016 s

With R ¼ 50 V, we need a capacitor of C ¼ 32 mF.

Alternately, we could use Figure 6.30 and Table 6.1 with k¼ 1 for which the normalized value

is C ¼ 1 F. This value is scaled to R ¼ 50 V and f c ¼ 100 Hz by

C ¼ C1= R2pf cð Þ ¼ ð1FÞ=ð50 VÞð2pÞð100HzÞ ¼ 32 mF

A commercially available capacitor size is 33 mF. Using this size in our realized circuit, the cutoff

frequency shifts to 96 Hz. We use fc ¼ 96 Hz below.

At f ¼ 192 Hz, the dynamic error, d( f ) ¼ M( f ) �1 is

d 192 Hzð Þ ¼ M 192 Hzð Þ � 1 ¼ �0:55

meaning that the input signal frequency content at 192 Hz is reduced by 55%. The attenuation at the

normalized frequency of f=f c¼ 2 is given by equation 6.59 as

Að2Þ ¼ 10 log 1 þ 2ð Þ2
h i

¼ 46 dB

Example 6.8

How many filter stages are required to design a low-pass Butterworth filter with a cutoff frequency of

3 kHz if the filter must provide attenuation of at least 60 dB at 30 kHz? If Rs ¼ RL ¼ 50 V, find the

filter element values.

KNOWN fc ¼ 3 kHz; f ¼ 30 kHz

FIND k to achieve A 
60 dB at 30 kHz

SOLUTION The normalized frequency is f=f c ¼ 30; 000=3000 ¼ 10.

Aðf=f c ¼ 10Þ ¼ Að10Þ ¼ 10log 1 þ ðf=f cÞ2k
h i

We can solve directly for k with A(10) ¼ 60 dB to get k ¼ 3. Or, using Figure 6.32, we find that

Að10Þ 
 60 dB for k 
 3.

Using the ladder circuit of Figure 6.30 with Rs ¼ RL ¼ 1 V and vc ¼ 2pf c ¼1 rad/s, Table 6.1

gives C1 ¼ C3 ¼ 1 F and L2 ¼ 2 H. Scaling these to f c ¼ 3 kHz and Rs ¼ RL ¼ 50 V, the element

values are

L ¼ L2R=2pf c ¼ 5:3 mH

C ¼ C1= R2pf cð Þ ¼ C3= R2pf cð Þ ¼ 106 mF
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Example 6.9

In a two-speaker (two-way) system, the low-pass circuit passes only low-frequency signal content to

the woofer, while the high-pass circuit passes high-frequency content to the wide-frequency speaker.

The Linkwitz–Riley high-pass or low-pass filter demonstrates a practical use of Butterworth filters

for loudspeaker designs. The 4th order (k¼ 4) design is a cult standard achieving a 24 dB/octave slope.

As shown in Figure 6.34 with component design values listed below, the fourth-order design uses

two each of inductors and capacitors in conjunction with the natural impedance of the loudspeaker

driver to achieve a high-pass or low-pass design, or the two can be coupled as a band-pass filter.

High-Pass Circuita Low-Pass Circuita

C1 (farad) ¼ 0:0844=ðRLH � f cÞ C2 (farad) ¼ 0:2533=ðRLL � f cÞ
C3 (farad) ¼ 0:1688=ðRLH � f cÞ C4 (farad) ¼ 0:0563=ðRLL � f cÞ
L2 (henry) ¼ 0:1000 � RLH=f c L1 (henry) ¼ 0:3000 � RLL=f c

L4 (henry) ¼ 0:04501 � RLH=f c L3 (henry) ¼ 0:1500 � RLL=f c

afc refers to the cutoff frequency for that particular circuit; RLH and RLL refer to

the impedances of the high and low frequency speakers, respectively.

Design a filter for a 120-Hz cut off frequency to be used with a speaker system composed of a woofer

and a wide frequency speaker. Assume 8 V drivers.

KNOWN f c ¼ 120 Hz; RLH
¼ 8 V; RLL

¼ 8 V

FIND C and L for the circuit

SOLUTION Because the filter circuits have identical qualities when using the same fc, the

output power to each driver is halved at fc, so the total output sum to each of the two drivers remains

at near 0 dB at the crossover frequency. This provides for a desirable nearly flat filter response across

the listening frequency range. Applying the information with fc ¼ 120 Hz, we get

High-Pass Circuit Low-Pass Circuit

C1 (mf) ¼ 87.9 C2 (mf) ¼ 263.9

C3 (mf) ¼ 175.8 C4 (mf) ¼ 58.7

L2 (mh) ¼ 6.7 L1 (mh) ¼ 20.0

L4 (mh) ¼ 30.0 L3 (mh) ¼ 10.0

Fourth-order high-pass filter

+
+

C1

RLHL2 L4

C3

– –

Fourth-order low-pass filter

+
+

L1

RLLC2 C4

L3

– –
Figure 6.34 Linkwitz–Riley fourth-

order Butterworth filters.
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Commercial values for each element that are close to these calculated would be used in the circuit of

Figure 6.34 to achieve a cutoff as close to 120 Hz as possible.

Bessel Filter Design

A Bessel filter will sacrifice a flat gain over its passband with a gradual initial roll-off in order to

maximize a linear phase response over portions of the passband. A linear phase response closely

resembles a time delay, reducing distortion. Thus, the attractiveness of a Bessel filter is the ability to

pass wideband signals with a minimum of distortion. The filter is widely used for different

applications, including audio design where crossover phase shift can have an effect on sound quality.

A k-stage low-pass Bessel filter has the transfer function

KG sð Þ ¼ ao

ao þ a1sþ � � � þ aksk
ð6:64Þ

For design purposes, this can be rewritten as

KG sð Þ ¼ ao

Dk sð Þ ð6:65Þ

where Dk sð Þ ¼ 2k � 1ð ÞDk�1 sð Þ þ s2Dk�2 sð Þ; Do sð Þ ¼ 1 and D1(s) ¼ s þ 1.

A k-stage LC low-pass Bessel filter can be designed based on the filter circuit shown in Figure

6.30. Table 6.2 lists the normalized corresponding values for elements Li and Ci to achieve a two-

through five-stage Bessel filter corresponding to vc ¼ 1 rad with Rs ¼ RL ¼ 1 V (6, 7). For other

values, Li and Ci are found from Equations 6.61a and 6.61b. Similarly, a high-pass filter with Bessel

characteristics and topology similar to Figure 6.33 could be scaled using Table 6.2 and values found

from Equations 6.62a and 6.62b.

Active Filters

An active filter capitalizes on the high-frequency gain characteristics of the operational amplifier to

form an effective analog filter. A low-pass active filter is shown in Figure 6.35a using the type 741

operational amplifier. This is a first-order, inverting single-stage, low-pass Butterworth filter. It has a

low-pass cutoff frequency given by

f c ¼
1

2pR2C2

ð6:66Þ

Table 6.2 Normalized Element Values for Low-Pass LC Bessel Filtersa (8)

k C1 L2 C3 L4 C5

2 0.576 2.148

3 0.337 0.971 2.203

4 0.233 0.673 1.082 2.240

5 0.174 0.507 0.804 1.111 2.258

aValues for Ci in farads and Li in henrys are referenced to Rs = RL = 1 V and vc= 1 rad/s. See

discussion for proper scaling. For k = 1, use C1 = 2 F or L1 = 2 H.
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The static sensitivity (or gain) of the filter is given by K ¼ R2/R1. The filter retains the

Butterworth characteristics described by Equation 6.58a.

A first-order, inverting single-stage, high-pass Butterworth active filter is shown in

Figure 6.35b, using the 741 operational amplifier. The filter has a high-pass cutoff frequency of

f c ¼
1

2pR1C1

ð6:67Þ

C2

R2

R1

E1(t)
Eo(t)

6
2

3

(a) Inverting low-pass filter

R2

R1
C1

C1

E1(t)
Eo(t)

6
2

3

(b) Inverting high-pass filter

–

+
741

C2

R2

R1

E1
Eo(t)

6
2

3

(c) Inverting bandpass filter

–

+
741

–

+
741

Figure 6.35 Common basic active filters. (a)

Inverting low pass. (b) Inverting high pass.

(c) Inverting bandpass.
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with static sensitivity (or gain) of K ¼ R2/R1. The magnitude ratio is given by

M fð Þ ¼ 1

1 þ f c=fð Þ2
h i1=2

ð6:68Þ

An active inverting bandpass filter can be formed by combining the high- and low-pass filters

above and is shown in Figure 6.35c. The low cutoff frequency f c1
is given by Equation 6.66 and the

high cutoff frequency f c2
by Equation 6.67. This simple circuit is limited in the width of its bandpass.

A narrow bandpass requires a higher order filter than the one shown. The design of active filters can

be studied with the accompanying LabView program Lowpass Butterworth Active Filter.

A commonly used second-order low-pass filter is the unit-gain Sallen–Key topology shown in

Figure 6.36a. The generic transfer function is

GðsÞ ¼ 1

1 þ asþ bs2
ð6:69Þ

with a ¼ vcC1ðR1 � R2Þ and b ¼ v2
cC1C2R1R2 where vc ¼ 2pf c. The values for a and b enabling

Butterworth or Bessel filter characteristics are listed in Table 6.3. As capacitors come in fewer stock

sizes than resistors, usually the capacitor sizes are first selected with C2¼ nC1, where n is a multiple

Ei
Eo

R1 R2

C2

+

C1

(a) Low-Pass Filter

Ei
Eo

C C

R2

+

R1

(b) High-Pass Filter
Figure 6.36 Sallen–Key unit-gain filter. (a) Low pass.

(b) High pass.

Table 6.3 Parameters for second-order Sallen–Key filter design

Parameter Bessel Butterworth

a 1.3617 1.4142

b 0.618 1

Q 1=
ffiffiffi
3

p
1=

ffiffiffi
2

p
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number, such that C2 
 4bC1=a
2, and the resistors are then found by

R1;2 ¼
aC2 �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðaC2Þ2 � 4bC1C2

q
4pf cC1C2

ð6:70Þ

The filter cutoff frequency is set by

f c ¼
1

2p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R1R2C1C2

p ð6:71Þ

The unit-gain Sallen–Key high-pass filter is shown in Figure 6.36b. The design switches the

resistors and capacitors from the low-pass filter. For high-pass filters, we can simplify the design and

set C1 ¼ C2 ¼ C. The high-pass filter transfer function is

GðsÞ ¼ 1

1 þ a=sþ b=s2
ð6:72Þ

where a ¼ 2=vcCR1 and b ¼ 1=v2
cC

2R1R2. Values for a and b to meet Butterworth or Bessel filter

characteristics are given in Table 6.3 with the resistor values set by R1 ¼ 1=pf caC and

R2 ¼ a=4pf cbC.

At some frequency, the reactive elements in a filter circuit resonate, leading to a peak in the

response behavior. This is behavior predicted by its Q-factor, an inverse damping ratio-like

parameter. For Q ¼ 1=2 response is critically damped, for Q < 1=2 response is overdamped,

and for Q > 1=2 response is underdamped. A higher Q-factor generally allows for sharper roll-off

and is used in place of using a higher number of stages in a design. Like its mechanical system

analog (Q ¼ ffiffiffiffiffiffiffi
mk

p
=z), an underdamped filter shows ringing and has a resonance behavior. The Q-

factors for Butterworth and Bessel filters are shown in Table 6.3, where

Q ¼
ffiffiffi
b

p
=a ð6:73Þ

6.9 GROUNDS, SHIELDING, AND CONNECTING WIRES

The type of connecting wires used between electrical devices can have a significant impact on the

noise level of the signal. Low-level signals of<100 mVare particularly susceptible to errors induced

by noise. Some simple rules help to keep noise levels low: (1) keep the connecting wires as short as

possible, (2) keep signal wires away from noise sources, (3) use a wire shield and proper ground, and

(4) twist wire pairs along their lengths.

Ground and Ground Loops

The voltage at the end of a wire that is connected to a rod driven far into the soil would likely be at

the same voltage level as the earth—a reference datum called zero or earth ground. A ground is

simply a return path to earth. Now suppose that wire is connected from the rod through an electrical

box and then through various building routings to the ground plug of an outlet. Would the ground

potential at the outlet still be at zero? The answer is probably not. The network of wires that form the

return path to earth would likely act as antennae and pick up some voltage potential relative to earth

ground. Any instrument grounded at the outlet would be referenced back to this voltage potential,

not to earth ground. The point is that an electrical ground does not represent an absolute value.

Ground values vary between ground points because the ground returns pass through different
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equipment or building wiring on their return path to earth. Thus, if a signal is grounded at two points,

say at a power source ground and then at an earth ground, the two grounds could be at different

voltage levels. The difference between the two ground point voltages is called the common-mode

voltage (cmv). This can lead to problems, as discussed next.

Ground loops are caused by connecting a signal circuit to two or more grounds that are at

different potentials. A ground wire of finite resistance usually carries some current, and so it

develops a potential. Thus two separate and different grounds, even two in close proximity, can be

at different potential levels. So when these ground points are connected into a circuit the potential

difference itself drives a small unwanted current. The result is a ground loop—an electrical

interference superimposed onto the signal. A ground loop can manifest itself in various forms, such

as a sinusoidal signal or simply a voltage offset.

Ensure that a system, including its sensors and all electrical components, has only one ground

point. Figure 6.37 shows one proper connection between a grounded source, such as a transducer,

and a measuring device. In this case, the ground is at the transducer. Note that the common (�) line

at the measuring device is not grounded because it is grounded at the source. As such, it is referred to

as being isolated or as a floating ground device. Alternately, the ground can be at the measuring

device rather than at the source. The key point is to ground the circuit and all equipment back to only

one point, the common ground point. For stationary devices, an excellent ground is created by

driving a conducting rod well into the earth for use as the common ground point. Incidentally, many

devices are grounded through their AC power lines by means of a third prong. Unless the device

power supply is isolated from the circuit, this can set up a ground loop relative to other circuit

grounds. To create a floating ground, it is necessary to break this ground connection at this point.

Shields

Long wires act as antennas and pick up stray signals from nearby electrical fields. The most common

problem is AC line noise. Electrical shields are effective against such noise. A shield is a piece

of metal foil or wire braid wrapped around the signal wires and connected to ground. The

shield intercepts external electrical fields, returning them to ground. A shield ground loop is

prevented by grounding the shield to only one point, usually the signal ground at the transducer.

GRD GRD

+
Lead wires

Shield

–

+

–

Grounded voltage
source

(transducer)
Floating ground

device

Do not connect
common (–) to ground

Figure 6.37 Signal grounding arrangements: grounded source with shield and floating signal at the

measuring device. It is important to ground the shield at one end only.
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Figure 6.37 shows such a shield-to-ground arrangement for a grounded voltage source connected to

a floating ground measuring device.

A common source of electrical fields is an AC power supply transformer. A capacitance

coupling between the 60- or 50-Hz power supply wires and the signal wires is set up. For example, a

1-pF capacitance superimposes a 40-mV interference on a 1-mV signal.

A different source of noise is from a magnetic field. When a lead wire moves within a magnetic

field, a voltage is induced in the signal path. The same effect occurs with a lead wire in proximity to

an operating motor. The best prevention is to separate the signal lead wires from such sources. Also,

twisting the lead wires together tends to cancel any induced voltage, as the currents through the two

wires are in opposite directions; the more twists per meter, the better. A final recourse is a magnetic

shield made from a material having a high ferromagnetic permeability.

Connecting Wires

There are several types of wire available. Single cable refers to a single length of common wire or

wire strand. The conductor is coated for electrical insulation. The wire is readily available and

cheap, but should not be used for low-level signal (millivolt level) connections or for connections of

more than a few wires. Flat cable is similar but consists of multiple conductors arranged in parallel

strips, usually in groups of 4, 9, or 25. Flat cable is commonly used for short connections between

adjacent electrical boards, but in such applications the signals are on the order of 1 Vor more or are

TTL signals. Neither of these two types of wire offer any shielding.

Twisted pairs of wires consist of two electrically insulated conductors twisted about each other

along their lengths. Twisted pairs are widely used to interconnect transducers and equipment. The

intertwining of the wires offers some immunity to noise with that effectiveness increasing with the

number of twists per meter. Cables containing several twisted pairs are available; for example, CAT5

network cable (such as Internet cable) consists of four twisted pairs of wires. Shielded twisted pairs

wrap the twisted pairs within a metallic foil shield. CAT6 network cable consists of four twisted

pairs with a shield separating its wire pairs. Shielded twisted pairs are one of the best choices for

applications requiring low-level signals or high data transfer rates.

Coaxial cable consists of an electrically insulated inner single conductor surrounded within an

outer conductor made of stranded wire and a metal foil shield. In general, current flows in one

direction along the inner wire and the opposite direction along the outer wire. Any electromagnetic

fields generated will cancel. Coaxial cable is often the wire of choice for low-level, high-frequency

signals. Signals can be sent over very long distances with little loss. A variation of coaxial cable is

triaxial cable, which contains two inner conductors. It is used in applications as with twisted pairs

but offers superior noise immunity.

Optical cable is widely used to transmit low-level signals over long distances. This cable may

contain one or more fiber-optic ribbons within a polystyrene shell. A transmitter converts the low-

level voltage signal into infrared light. The light is transmitted through the cable to a receiver, which

converts it back to a low-level voltage signal. The cable is virtually noise-free from magnetic fields

and harsh environments and is incredibly light and compact compared to its metal wire counterpart.

6.10 SUMMARY

This chapter has focused on classic but basic analog electrical measurement and signal conditioning

devices. Devices that are sensitive to current, resistance, and voltage were presented. Signal
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conditioning devices that can modify or condition a signal include amplifiers, current loops, and

filters, and these were also presented. Because all of these devices are widely used, often in

combination and often masked within more complicated circuits, the reader should strive to become

familiar with the workings of each.

The important issue of loading error was presented. Loading errors, which are due to the act of

measurement or to the presence of a sensor, can only be minimized by proper choice of sensor and

technique. Loading errors that occur between the connecting stages of a measurement system can be

minimized by proper impedance matching. Such impedance matching was discussed, including

using the versatile voltage follower circuit for this purpose.
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NOMENCLATURE

c damping coefficient

e error

f frequency (t-1)

fc filter cutoff frequency (t-1)

fm maximum analog signal frequency (t-1)

h Ei tð Þf g function

k cascaded filter stage order

k̂ unit vector aligned with current flow

l length (l )

n̂ unit vector normal to current loop

q charge (C)

r radius, vector (l )

t time (t)

uR uncertainty in resistance R

A cross-sectional area of a current-carrying

loop; attenuation

Ao operational amplifier open-loop gain

E voltage (V)

E1 open circuit potential (V)

Ei input voltage (V)

Em indicated output voltage (V)

Eo output voltage (V)

F force mlt�2ð Þ
G amplifier closed-loop gain

G(s) transfer function

I electric current C-t�1ð Þ
Ie effective current C-t�1ð Þ
Ig galvanometer or current device current

C-t�1ð Þ
K static sensitivity

L inductance (H)

M( f ) magnitude ratio at frequency f

N number of turns in a current-carrying loop

R resistance (V)

RB effective bridge resistance (V)

Rg galvanometer or detector resistance (V)
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Req equivalent resistance (V)

Rm meter resistance (V)

dR change in resistance (V)

Tm torque on a current carrying loop in a

magnetic field ml2t�2
� �

a angle

t time constant (t)

F(f) phase shift at frequency f

u angle

PROBLEMS

6.1 Determine the maximum torque on a current loop having 20 turns, a cross-sectional area of 1 in.2, and

experiencing a current of 20 mA. The magnetic field strength is 0.4 Wb/m2.

6.2 A 10-V voltage is applied across a Wheatstone bridge of Figure 6.13 to measure the value of a

variable resistance sensor R1. Arms are fixed at R2 ¼ R4 ¼ 250 V. Variable resistance arm 3 is

adjusted to R3 ¼ 300 V to achieve a condition of zero current through the galvanometer. What is the

value of R1? Should we be concerned about loading error? Explain or estimate.

6.3 Determine the loading error as a percentage of the output for the voltage dividing circuit of

Figure 6.15, if RT ¼ R1 þ R2 and R1 ¼ kRT. The parameters of the circuit are

RT ¼ 500 V; Ei ¼ 10 V; Rm ¼ 10;000 V; k ¼ 0:5

What would be the loading error if expressed as a percentage of the full-scale output? Show that the

two answers for the loading error are equal when expressed in volts.

6.4 Consider the Wheatstone bridge shown in Figure 6.13. Suppose

R3 ¼ R4 ¼ 200 V
R2 ¼ variable calibrated resistor

R1 ¼ transducer resistance ¼ 40xþ 100

a. When x ¼ 0, what is the value of R2 required to balance the bridge?

b. If the bridge is operated in a balanced condition in order to measure x, determine the relationship

between R2 and x.

6.5 For the voltage-dividing circuit of Figure 6.15, develop and plot the family of solutions for

loading error versus r ¼ R1=ðR1 þ R2Þ as a function of ðR1 þ R2Þ=Rm. Under what conditions

will the loading error in measuring the open circuit potential Eo be less than 7% of the input

voltage?

6.6 For the Wheatstone bridge shown in Figure 6.13, R1 is a sensor whose resistance is related to a

measured variable x by the equation R1 ¼ 20 x2. If R3 ¼ R4 ¼ 100 V and the bridge is balanced when

R2 ¼ 46 V, determine x.

6.7 A force sensor has as its output a change in resistance. The sensor forms one leg (R1) of a basic

Wheatstone bridge. The sensor resistance with no force load is 500 V, and its static sensitivity is

0.5 V/N. Each arm of the bridge is initially 500 V

a. Determine the bridge output for applied loads of 100, 200, and 350 N. The bridge is operated as a

deflection bridge, with an input voltage of 10 V.

b. Determine the current flow through the sensor.

c. Repeat parts a and b with Rm ¼ 10 kV and Rs ¼ 600 V.
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6.8 A reactance bridge arrangement replaces the resistor in a Wheatstone bridge with a capacitor or

inductor. Such a reactance bridge is then excited by an AC voltage. Consider the bridge arrangement

shown in Figure 6.38. Show that the balance equations for this bridge are given by C2 ¼ C1R1/R2.

6.9 Circuits containing inductance- and capacitance-type elements exhibit varying impedance de-

pending on the frequency of the input voltage. Consider the bridge circuit of Figure 6.39. For a

capacitor and an inductor connected in a series arrangement, the impedance is a function of

frequency, such that a minimum impedance occurs at the resonance frequency f ¼ 1=2p
ffiffiffiffiffiffi
LC

p
where

f is the frequency (Hz), L is the inductance (H), and C is the capacitance (F). Design a bridge circuit

that could be used to calibrate a frequency source at 500 Hz.

6.10 A Wheatstone bridge initially has resistances equal to R1 ¼ 200 V, R2 ¼ 400 V, R3 ¼ 500 V, and

R4 ¼ 600 V. For an input voltage of 5 V, determine the output voltage at this condition. If R1 changes

to 250 V, what is the bridge output?

6.11 Construct a plot of the voltage output of a Wheatstone bridge having all resistances initially equal to

500 V, with a voltage input of 10 V for the following cases:

a. R1 changes over the range 500 – 1000 V.

b. R1 and R2 change equally, but in opposite directions, over the range 500 – 600 V.

c. R1 and R3 change equally over the range 500 – 600 V.

Discuss the possible implications of these plots for using bridge circuits for measurements with

single and multiple transducers connected as arms of the bridge.

6.12 Consider the simple potentiometer circuit shown in Figure 6.10 with reference to Figure 6.9. Perform

a design-stage uncertainty analysis to determine the minimum uncertainty in measuring a voltage.

The following information is available concerning the circuit (assume 95% confidence):

Ei ¼ 10 
 0:1 V RT ¼ 100 
 1 V Rg ¼ 100 V Rx ¼ reading 
 2%

C1

R1

C2

R2

Figure 6.38 Bridge circuit for Problem 6.8.

C

L

R4

R1

R3

R2

Figure 6.39 Bridge circuit for Problem 6.9.
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where Rg is the internal resistance of a galvanometer. The null condition of the galvanometer may be

assumed to have negligible error. The uncertainty associated with Rx is associated with the reading

obtained from the location of the sliding contact. Estimate the uncertainty in the measured value of

voltage at nominal values of 2 and 8 V.

6.13 The temperature sensor of Example 6.2 is connected to a Wheatstone bridge using R3 ¼ R4 ¼ 100 V.

The sensor is immersed into boiling water at 1 atm abs. pressure. What is the resistance of balancing

resistor R2 to balance the bridge? Rsensorð0�CÞ ¼ 100 V

Problems 6.14 through 6.17 relate to the comparison of two sinusoidal input signals using a dual-

trace oscilloscope. A schematic diagram of the measurement system is shown in Figure 6.40, where

one of the signals is assumed to be a reference standard signal, having a known frequency and

amplitude. The oscilloscope trace for these inputs is called a Lissajous diagram. The problems can

also be worked in the laboratory.

6.14 Develop the characteristic shape of the Lissajous diagrams for two sinusoidal inputs having the same

amplitude, but with the following phase relationships:

a. in phase

b. 
90 degrees out of phase

c. 180 degrees out of phase

6.15 Show that the phase angle for two sinusoidal signals can be determined from the relationship

sinF ¼ yi=ya

where the values of yi and ya are illustrated in Figure 6.40, and represent the vertical distance to the y

intercept and the maximum y value, respectively.

6.16 Draw a schematic diagram of a measurement system to determine the phase lag resulting from an

electronic circuit. Your schematic diagram should include a reference signal, the electronic circuit,

and the dual-trace oscilloscope. Discuss the expected result and how a quantitative estimate of the

phase lag can be determined.

6.17 Construct Lissajous diagrams for sinusoidal inputs to a dual trace oscilloscope having the following

horizontal signal to vertical signal frequency ratios: (a) 1:1, (b) 1:2, (c) 2:1, (d) 1:3, (e) 2:3, (f) 5:2.

These plots can be easily developed using spreadsheet software and plotting a sufficient number

of cycles of each of the input signals.

Vertical
input

Input
signal

Horizontal
input

Reference
signal

ya yi

Figure 6.40 Dual-trace oscilloscope for meas-

uring signal characteristics by using Lissajous

diagrams.
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6.18 As a data acquisition anti-alias filter, an RC Butterworth filter is designed with a cutoff frequency of

100 Hz using a single-stage topology. Determine the attenuation of the filtered analog signal at 10,

50, 75, and 200 Hz.

6.19 A three-stage LC Bessel filter with fc ¼ 100 Hz is used to filter an analog signal. Determine the

attenuation of the filtered analog signal at 10, 50, 75, and 200 Hz.

6.20 Design a cascading LC low-pass filter with maximally flat magnitude response. Use a passband of 0

to 5 kHz with 5 kHz cutoff frequency and filter to attenuate all frequencies at and above 10 kHz by at

least 30 dB. Use Rs ¼ RL ¼ 50 V.

6.21 An electrical displacement transducer has an output impedance of Z ¼ 500 V. Its voltage is input to a

voltage measuring device that has an input impedance of Z ¼ 100 kV. Estimate the ratio of true

voltage to the voltage measured by the measuring device.

6.22 Consider a transducer connected to a voltage measuring device. Plot the ratio Em/E1 as the ratio of

output impedance of the transducer to input impedance of the measuring device varies from 1:1 to

1:10,000 (just look at each order of magnitude). Comment on the effect that input impedance has on

measuring a voltage. What value of input impedance would be acceptable in a quality instrument?

6.23 The pH meter of Figure 6.41 consists of a transducer of glass containing paired electrodes. This

transducer can produce voltage potentials up to 1 V with an internal output impedance of up to 109 V.

If the signal is to be conditioned, estimate the minimum input impedance required to keep loading

error below 0.1% for the op-amp shown.

6.24 Consider the circuit of Figure 6.42, which consists of an amplifier providing 32-dB gain, followed by

a filter, which causes an attenuation of 12 dB at the frequency of interest, followed by a voltage

divider. Find Eo /Ei across the 60-V resistor.

Transducer

Operational
amplifier

R1

EoutR

Figure 6.41 pH transducer circuit for

Problem 6.23.

Amplifier Filter

100 Ω

60 Ω

Eo

Ei

–12 dB

dB = 20 log
Eo

Ei

+32 dB

Figure 6.42 Multistage signal path

for Problem 6.24.
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6.25 What internal impedance is needed for the bridge circuit of Figure 6.18 for the loading error to be

under 1% if the bridge resistances change by

dR1 ¼ þ40 V dR2 ¼ �40 V dR3 ¼ þ40 V dR4 ¼ �40 V

6.26 The input to a subwoofer loudspeaker is to pass through a passive low-pass Butterworth filter having

a cutoff frequency of 100 Hz. Specify a filter that meets the following specifications: At 50 Hz, the

signal magnitude ratio should be at least at 0.95 and at 200 Hz, the magnitude ratio should be no more

than 0.01. The sensor and load resistances are 10 V. You will need to specify the number of even

stages and the values for the components.

6.27 For the application in Problem 6.26, repeat using a Linkwitz-Riley topology to specify the reactive

element values in both a 4th-order low-pass filter and high-pass filter for 10 V speakers.

6.28 A high-pass Butterworth filter with cutoff frequency of 5000 Hz is used as a crossover to a high-

frequency loudspeaker. Specify a filter such that at 2500 Hz, the attenuation should be at least

�20 dB. The source and load resistances are 10 V. You need to specify the number of stages and the

values for the components.

6.29 Design an active-RC low-pass first-order Butterworth filter for a cutoff frequency of 10 kHz, and a

passband gain of 20. Use a 741 op-amp and 0.1-mF capacitors for your design. Program Lowpass

Butterworth Active Filter can be used.

6.30 Design an active-RC first-order high-pass filter for a cutoff frequency of 10 kHz and passband gain of

10. Use a 741 op-amp.

6.31 Use the LabView program Oscilloscope to explore the workings of an actual oscilloscope. Vary

between channel A and B.

a. Characterize each signal by its waveform (i.e., triangle, square, sine). Determine the amplitude

and the period of both signals.

b. Vary the signal gain (volts/division). Explain the effect on the displayed signals.

c. Vary the time base (ms/div). Explain the effect on the displayed signals.

d. Make sure channel B is active. With the trigger source set to channel B, vary the trigger level dial.

Explain the function of the trigger level. Why do the waveforms disappear at some settings of the

trigger?

e. Repeat c, but now vary the trigger slope. Explain the effect on the signals.

6.32 Use the LabView program Butterworth_Filters to explore the behavior of low-pass, bandpass, and

high-pass Butterworth filters chosen for their flat amplitude passband. In this program, the signal

y(t) ¼ 2 sin 2pft is passed through the filter and it is the filtered signal y� tð Þ ¼ B sin 2pf tþ f fð Þ½ �
that is displayed. The single-tone results show the effect at the input frequency f. The amplitude

spectrum results show the effect over the full-frequency band of interest. Describe the amplitude

behavior of the filtered signal as the single input frequency is increased. Pay particular attention near

the filter cutoff frequencies, which are set at 300 and 500 Hz.

6.33 Use the LabView program Bessel_Filters to explore the behavior of low-pass, bandpass, and high-

pass Bessel filters. Using the information from Problem 6.32, describe the amplitude behavior of

the filtered signal as a single-input frequency is increased from 1 to 1000 Hz.

6.34 The program Filtering_Noise demonstrates the effect of using a low-pass Butterworth filter to treat a

signal containing high-frequency noise. Set the signal frequency at 5 Hz. Set the cutoff frequency at

10 Hz. Discuss the behavior of the filter as the number of stages is increased. Then incrementally
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decrease the cutoff frequency and discuss the behavior. Tie your discussion back to filter roll-off.

What happens when the cutoff frequency is less than the signal frequency? Why?

6.35 Program Monostable Circuit provides a simulation of a monostable integrated circuit based on the

type 555 op-amp. The trigger controls the simulation. The user can vary the ‘‘on’’ time and values for

R andC. Discuss the output vs. time results for a simulation. Vary R andC to create a 1-s square wave.

6.36 Program 741 Op amp simulates op-amp gain characteristics. Determine if it is noninverting or

inverting and explain. For an input voltage of 1 V, find a resistor combination for a gain of 5. What is

this op-amp’s maximum output? Repeat for a gain of 0.5.

Problems 259
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Chapter 7

Sampling, Digital Devices,

and Data Acquisition

7.1 INTRODUCTION

Integrating analog electrical transducers with digital devices is cost-effective and commonplace.

Digital microprocessors are central to most controllers and data-acquisitions systems today. There

are many advantages to digital data acquisition and control, including the efficient handling and

rapid processing of large amounts of data and varying degrees of artificial intelligence. But there are

fundamental differences between analog and digital systems that impose some limitations and

liabilities upon the engineer. As pointed out in Chapter 2, the most important difference is that

analog signals are continuous in both amplitude and time, whereas digital signals are discrete

(noncontinuous) in both amplitude and time. It is not immediately obvious how a digital signal can

be used to represent the continuous behavior of a process variable.

This chapter begins with an introduction to the fundamentals of sampling, the process by which

continuous signals are made discrete. The major pitfalls are explored. Criteria are presented that

circumvent the loss or the misinterpretation of signal information while undergoing the sampling

process. We show how a discrete series of data can actually contain all of the information available

in a continuous signal, or at least provide a very good approximation.

The discussion moves on to the devices most often involved in analog and digital systems. Analog

devices interface with digital devices through an analog-to-digital (A/D) converter. The reverse

process of a digital device interfacing with an analog device occurs through a digital-to-analog (D/A)

converter. A digital device interfaces with another digital device through a digital input–output (I/O)

port. These interfaces are the major components of computer-based data-acquisition systems.

Necessary components and the basic layout of these systems are introduced, and standard methods

for communication between digital devices are presented. Digital image acquisition and processing

are introduced because of their increasing importance in a wide variety of applications ranging from

quality assurance inspection to high-speed imaging.

Upon completion of this chapter, the reader will be able to

� describe analog, discrete time, and digital signals,

� properly choose a sample rate for data acquisition to eliminate aliasing,

� clearly describe the functioning of A/D and D/A converters,

� define and calculate quantization errors,

260



E1C07 09/14/2010 14:43:48 Page 261

� understand how instruments interface with data-acquisition systems, and

� perform basic image processing on digital images.

7.2 SAMPLING CONCEPTS

Consider an analog signal and its discrete time series representation in Figure 7.1. The information

contained in the analog and discrete representations may appear to be quite different. However, the

important analog signal information concerning amplitude and frequency can be well represented by

such a discrete series—just how well represented depends on

1. the frequency content of the analog signal,

2. the size of the time increment between each discrete number, and

3. the total sample period of the measurement.

Chapter 2 discussed how a continuous dynamic signal could be represented by a Fourier series.

The discrete Fourier transform (DFT) was also introduced as a method for reconstructing a dynamic

signal from a discrete set of data. The DFT conveys all the information needed to reconstruct the

Fourier series of a continuous dynamic signal from a representative discrete time series. Hence,

Fourier analysis provides certain guidelines for sampling continuous data. This section discusses the

concept of converting a continuous analog signal into an equivalent discrete time series. Extended

discussions on this subject of signal analysis can be found in many texts (1–3).

Sample Rate

Just how frequently must a time-dependent signal be measured to determine its frequency content?

Consider Figure 7.2a, in which the magnitude variation of a 10-Hz sine wave is plotted versus time

over time period tf . Suppose this sine wave is measured repeatedly at successive sample time

increments dt. This corresponds to measuring the signal with a sample frequency (in samples/
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second) or sample rate (in Hz) of

f s ¼ 1=dt ð7:1Þ
For this discussion, we assume that the signal measurement occurs at a constant sample rate.

For each measurement, the amplitude of the sine wave is converted into a number. For comparison,

in Figures 7.2b–d the resulting series versus time plots are given when the signal is measured

using sample time increments (or the equivalent sample rates) of (b) 0.010 second (fs ¼ 100 Hz),

(c) 0.037 second (fs¼ 27 Hz), and (d) 0.083 second (fs¼ 12 Hz). We can see that the sample rate has

a significant effect on our perception and reconstruction of a continuous analog signal in the time

domain. As sample rate decreases, the amount of information per unit time describing the signal

decreases. In Figures 7.2b,c we can still discern the 10-Hz frequency content of the original signal.

But we see in Figure 7.2d that an interesting phenomenon occurs if the sample rate becomes too

slow: the sine wave appears to be of a lower frequency.

We can conclude that the sample time increment or the corresponding sample rate plays a

significant role in signal frequency representation. The sampling theorem states that to reconstruct
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the frequency content of a measured signal accurately, the sample rate must be more than twice the

highest frequency contained in the measured signal.

Denoting the maximum frequency in the analog signal as fm, the sampling theorem requires

f s > 2f m ð7:2Þ
or, equivalently, in terms of sample time increment,

dt <
1

2 f m
ð7:3Þ

When signal frequency content is important, Equations 7.2 and 7.3 provide a criterion for the

minimum sample rate or maximum sample time increment, respectively, to be used in converting data

from a continuous to a discrete form. The frequencies that are extracted from the DFTof the resulting

discrete series provide an accurate representation of the original signal frequencies regardless of the

sample rate used, provided that the requirements of the sampling theorem are satisfied.

Alias Frequencies

When a signal is sampled at a sample rate that is less than 2 fm, the higher frequency content of the

analog signal takes on the false identity of a lower frequency in the resulting discrete series. This is

seen to occur in Figure 7.2d, where, because fs< 2 fm, the 10-Hz analog signal is observed to take on

the false identity of a 2-Hz signal. As a result, we misinterpret the frequency content of the original

signal! Such a false frequency is called an alias frequency.

The alias phenomenon is an inherent consequence of a discrete sampling process. To illustrate

this, consider a simple periodic signal:

yðtÞ ¼ Csin ½2pf tþ fðf Þ� ð7:4Þ
Suppose y(t) is measured with a sample time increment of dt, so that its discrete time signal is given

by

fyðrdtÞg ¼ Csin ½2pf rdtþ fðf Þ� r ¼ 0; 1; . . . ; N � 1 ð7:5Þ
Now using the identity sinx ¼ sin ðxþ 2pqÞ, where q is any integer, we rewrite {y(rdt)} as

Csin ½2pf rdtþ fðf Þ� ¼ Csin 2pf rdtþ 2pqþ f fð Þ½ �
¼ Csin 2p f þ m

dt

� �
rdtþ f fð Þ

h i ð7:6Þ

where m ¼ 0, 1, 2, . . . (and hence, mr ¼ q is an integer). This shows that for any value of dt, the

frequencies of f and f þ m/dt are indistinguishable in a sampled discrete series. Hence, all

frequencies given by fþ m/dt are the alias frequencies of f. However, by adherence to the sampling

theorem criterion of either Equation 7.2 or 7.3, allm� 1 are eliminated from the sampled signal, and

thus this ambiguity between frequencies is avoided.

This same discussion applies equally to complex periodic, aperiodic, and nondeterministic

waveforms. This is shown by examining the general Fourier series used to represent such signals.

A discrete series such as

fy rdtð Þg ¼
X1
n¼1

Cnsin 2pnf rdtþ fn fð Þ½ � ð7:7Þ
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for r ¼ 0, 1, . . . , N�1 can be rewritten as

fy rdtð Þg ¼
X1
n¼1

Cnsin 2p nf þ nm

dt

� �
rdtþ fn fð Þ

h i
ð7:8Þ

and so it displays the same aliasing phenomenon shown in Equation 7.6. In general, the Nyquist

frequency defined by

f N ¼ f s
2
¼ 1

2dt
ð7:9Þ

represents a folding point for the aliasing phenomenon. All frequency content in the analog signal

that is at frequencies above fN appears as alias frequencies of less than fN in the sampled signal. That

is, such frequencies are folded back and superimposed on the signal as lower frequencies. The

aliasing phenomenon occurs in spatial sampling [i.e., y(x) at sampling intervals dx] as well, and the

above discussion applies equally.

The alias frequency fa, can be predicted from the folding diagram of Figure 7.3. Here the

original input frequency axis is folded back over itself at the folding point of fN and again for each of

its harmonics mfN, where m¼ 1, 2, . . . . For example and as noted by the solid arrows in Figure 7.3,

the frequencies f ¼ 0.5 fN, 1.5 fN, 2.5 fN, . . . that may be present in the original input signal all

appear as the frequency 0.5 fN in the discrete series y(rdt). Use of the folding diagram is illustrated

further in Example 7.1.

How does one avoid this alias phenomenon when sampling a signal of unknown frequency

content? The preferred option is to choose a sample rate based on the maximum frequency of

interest while adhering to the criterion of Equation 7.2 and to pass the signal through a low-pass filter

prior to sampling. Based on Equation 7.9, the filter is set to remove signal content at and above fN.

This type of filter is called an anti-aliasing filter. Another option is to assign a sample rate so large

that the measured signal does not have significant amplitude content above fN. In this way, you

choose fs high enough such that the amplitudes of any frequency content above fN are small

compared to those below fN . With this option, the resulting effects of aliasing can be minimized but

not eliminated.
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Example 7.1

A 10-Hz sine wave is sampled at 12 Hz. Compute the maximum frequency that can be represented in

the resulting discrete signal. Compute the alias frequency.

KNOWN f ¼ 10 Hz

f s ¼ 12 Hz

ASSUMPTION Constant sample rate

FIND fN and fa

SOLUTION The Nyquist frequency fN sets the maximum frequency that can be represented in

a resulting data set. Using Equation 7.9 with fs ¼ 12 Hz gives the Nyquist frequency fN ¼ 6 Hz. This

is the maximum frequency that can be sampled correctly. So the measured frequency is in error.

All frequency content in the analog signal above fN appears as an alias frequency fa between 0

and fN. Because f/fN � 1.67, f is folded back and appears in the sampled signal as a frequency

between 0 and fN. Reading Figure 7.3, f ¼ 1.67fN is located directly above 0.33 fN. So f is folded

back to appear as fa¼ 0.33fN or 2 Hz. This folding is indicated by the dashed arrow in Figure 7.3. As

a consequence, the 10-Hz sine wave sampled at 12 Hz is completely indistinguishable from a 2-Hz

sine wave sampled at 12 Hz in the discrete time series. The 10-Hz signal takes on the identity of a

2-Hz signal—that’s aliasing.

COMMENT The programs Sampling.m and Aliasing.vi can be used to explore the effects of

sample rate on the resulting signal. Aliasing.vi exercises the folding diagram concept.

Example 7.2

A complex periodic signal has the form

yðtÞ ¼ A1sin2pð25Þtþ A2sin2pð75Þtþ A3sin2pð125Þt
If the signal is sampled at 100 Hz, determine the frequency content of the resulting discrete series.

KNOWN f s ¼ 100 Hz

f 1 ¼ 25 Hz f 2 ¼ 75 Hz f 3 ¼ 125 Hz

ASSUMPTION Constant sample rate

FIND The alias frequencies fa1, fa2, and fa3 and discrete set {y(rdt)}

SOLUTION From Equation 7.9 for a sample rate of 100 Hz, the Nyquist frequency is 50 Hz.

All frequency content in the analog signal above fN takes on an alias frequency between 0 and fN in

the sampled data series. With f1 ¼ 0.5 fN, f2 ¼ 1.5 fN, and f3 ¼ 2.5fN, we can use Figure 7.3 to

determine the respective alias frequencies.

i fi f ai

1 25 Hz 25 Hz

2 75 Hz 25 Hz

3 125 Hz 25 Hz
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In the resulting series, f a1
¼ f a2

¼ f a3
¼ 25 Hz. Because of the aliasing phenomenon, the

75- and 125-Hz components would be completely indistinguishable from the 25-Hz component.

The discrete series would be described by

yðrdtÞ ¼ ðB1 þ B2 þ B3Þsin2pð25Þrdf r ¼ 0; 1; 2; . . .

where B1 ¼ A1; B2 ¼ �A2; and B3 ¼ A3. Note from Figure 7.3 that when the original frequency

component is out of phase with the alias frequency, the corresponding amplitude is negative. Clearly,

this series misinterprets the original analog signal in both its frequency and amplitude content.

COMMENT Example 7.2 illustrates the potential for misrepresenting a signal with improper

sampling. With signals for which the frequency content is not known prior to their measurement,

sample frequencies should be increased according to the following scheme:

� Sample the input signal at increasing sample rates using a fixed total sample time,

and examine the time plots for each signal. Look for changes in the shape of the waveform

(Fig. 7.2).

� Compute the amplitude spectrum for each signal at increasing sample rates and compare the

resulting frequency content.

� Always use (anti-aliasing) analog filters set at the Nyquist frequency.

Amplitude Ambiguity

For simple and complex periodic waveforms, the DFT of the sampled discrete time signal remains

unaltered by a change in the total sample period Ndt provided that (1) the total sample period

remains an integer multiple of the fundamental period T1 of the measured continuous waveform, that

is mT1 ¼ Ndt where m is an integer; and (2) the sample frequency meets the sampling theorem

criterion. If both criteria are met, the amplitudes associated with each frequency in the periodic

signal, the spectral amplitudes, are accurately represented by the DFT. This means that an original

periodic waveform can be completely reconstructed from a discrete time series regardless of the

sample time increment used. The total sample period defines the frequency resolution of the DFT:

df ¼ 1

Ndt
¼ f s

N
ð7:10Þ

The frequency resolution plays a crucial role in the reconstruction of the signal amplitudes, as noted

below.

An important difficulty arises when Ndt is not coincident with an integer multiple of the

fundamental period of y(t): The resulting DFT cannot exactly represent the spectral amplitudes of

the sampled continuous waveform. This is exaggerated when Ndt represents only a relatively few

fundamental periods of the signal. The problem is brought on by the truncation of one complete

cycle of the signal (Fig. 7.4) and from spectral resolution, because the associated fundamental

frequency and its harmonics are not coincident with a center frequency of the DFT. However, this

error decreases either as the value of N dt more closely approximates an exact integer multiple of T1

or as fs becomes very large relative to fm.

This situation is illustrated in Figure 7.4, which compares the amplitude spectrum resulting

from sampling the signal yðtÞ ¼ 10 cos 628t over different sample periods. Two sample periods of
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Figure 7.4 Amplitude spectra for y(t). (a) df ¼ 39 Hz. (b) df ¼ 9.8 Hz. (c) df ¼ 12.5 Hz.
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0.0256 and 0.1024 second were used with dt¼ 0.1 ms, and a third sample period of 0.08 second with

dt ¼ 0.3125 ms.1 These sample periods provide for a DFT frequency resolution df of about 39, 9.8,

and 12.5 Hz, respectively.

Leakage

The two spectra shown in Figures 7.4a,b display a spike near the correct 100 Hz with surrounding

noise spikes, known as leakage, at adjacent frequencies. Note that the original signal y(t) cannot be

exactly reconstructed from either of these spectra. The spectrum in Figure 7.4c has been constructed

using a longer sample time increment (i.e., lower sample rate) than that of the spectra in Figures

7.4a,b and with fewer data points than the spectrum of Figure 7.4b. Yet the spectrum of Figure 7.4c

provides an exact representation of y(t). The N and dt combination used has reduced leakage to zero,

which maximizes the amplitude at 100 Hz. Its sample period corresponds to exactly eight periods of

y(t), and the frequency of 100 Hz corresponds to the center frequency of the eighth frequency

interval of the DFT. As seen in Figure 7.4, the loss of accuracy in a DFT representation occurs in the

form of amplitude ‘‘leakage’’ to adjacent frequencies. To the DFT, the truncated segment of the

sampled signal appears as an aperiodic signal. The DFT returns the correct spectral amplitudes for

both the periodic and aperiodic signal portions. But as a result, the spectral amplitudes for any

truncated segment are superimposed onto portions of the spectrum adjacent to the correct frequency.

Recall how the amplitude varied in Figure 7.2c. This is how leakage affects the time domain

reconstruction. By varying the sample period or its equivalent, the DFT resolution, one can

minimize leakage and control the accuracy of the spectral amplitudes.

If y(t) is an aperiodic or nondeterministic waveform, there may not be a fundamental period. In

such situations, one controls the accuracy of the spectral amplitudes by varying the DFT resolution

df to minimize leakage. As df tends toward zero, leakage decreases.

In summary, the reconstruction of a measured waveform from a discrete signal is controlled by

the sampling rate and the DFT resolution. By adherence to the sampling theorem, one controls the

frequency content of both the measured signal and the resulting spectrum. By variation of df, one can

control the accuracy of the spectral amplitude representation.

Programs Sampling.m, Aliasing.vi, and Aliasing frequency domain.vi explore the concept of

sample rate and amplitude ambiguity. Program Leakage.2.vi allows the user to vary sample rate and

number of points; it follows the discussion of Figure 7.4. Program DataSpec.m explores sampling

concepts on user-generated data series. Signal generation.vi explores sample rate effects on different

wave forms.

For an exact discrete representation in both frequency and amplitude of any periodic analog

waveform, both the number of data points and the sample rate should be chosen based on

the preceding discussion using the criteria of Equations 7.2 and 7.10. Equation 7.2 sets the

maximum value for dt, or equivalently, the minimum sample rate fs, and Equation 7.10 sets the

total sampling time N dt from which the data number N is estimated.

Waveform Fidelity

While choosing the sampling frequency in accordance with the sampling theorem ensures that there

will be no aliasing associated with frequency content, it does not address the ‘‘shape’’ of the

1 Many DFT (including fast Fourier transform [FFT]) algorithms require that N ¼ 2M, where M is an integer. This affects the

selection of dt.
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waveform. If sampling cannot be exact, then what is good enough? As an example, consider the

original compact disk for musical recording. The sampling rate was limited by existing technology

at the time (circa 1980), and the sampling rate was chosen so that frequencies up to the �20 kHz

limits of human hearing would not be aliased; thus, a sampling rate of 44.1 kHz was chosen.

What does fs ¼ 44:1 kHz imply for the musical tones at 22 kHz? Essentially it means that at the

highest frequencies we are representing a sine wave with two discrete points. Thus, there was much

criticism and speculation that the higher frequencies present in the music were distorted. Technol-

ogy has advanced since 1980, and we now have Super Audio CD (SACD) format recordings, first

introduced in 1999. The sampling rate for SACD recordings is 2822.4 kHz. Now a 20-kHz

frequency in the recorded music is represented by �140 data points and any distortion is inaudible.

As a general rule waveform fidelity is acceptable for f s � 5f m to 10f m depending on the

application.

7.3 DIGITAL DEVICES: BITS AND WORDS

The history of computing hardware begins around World War II with mechanical and vacuum-

tube–based hardware (4). Some types of recording devices used holes punched in paper cards or tape;

one example is the historically significant player piano rolls. In the 1970s punch cards were used to

communicate computer programs to mainframe computers; each letter or number was represented by

appropriately punched holes in a single column of the card. The most important concept in digital

computing is that all of the required information can be represented asan appropriately structured series

of binary representations, either a 0 or a 1. For holes in a paper tape, there are only two possibilities—a

hole is there or it is not! All of these representations correspond to a binary numbering system.

Digital systems use some variation of a binary numbering system both to represent and transmit

signal information. Binary systems use the binary digit or bit as the smallest unit of information. A

bit is a single digit, either a 1 or a 0. Bits are like electrical switches and are used to convey both

logical and numerical information. From a logic standpoint, the 1 and 0 are represented by the on

and off switch settings. By appropriate action a bit can be reset to either on or off, thereby permitting

control and logic actions. By combining bits it is possible to define integer numbers greater than 1 or

0. A numerical word is an ordered sequence of bits, with a byte being a specific sequence of 8 bits.

Computer memory is usually byte addressed. The memory location where numerical information is

stored is known as a register, with each register assigned its own address.

A combination of M bits can be arranged to represent 2M different words. For example, a

combination of 2 bits can represent 22 or four possible combinations of bit arrangements: 00, 01, 10,

or 11. We can alternatively reset this 2-bit word to produce these four different arrangements that

represent the decimal, that is, base 10, integer numbers 0, 1, 2, or 3, respectively. So an 8-bit word

can represent the numbers 0 through 255; a 16-bit word can represent 0 through 65,535.

The numerical value for a word is computed by moving by bit from right to left. From the right

side, each successive bit increases the value of the word by a unit, a 2, a 4, an 8, and so forth through

the progression of 2M, provided that the bit is in its on (value of 1) position; otherwise, the particular

bit increases the value of the word by zero. Aweighting scheme of an M-bit word is given as follows:

Bit M�1 . . . Bit 3 Bit 2 Bit1 Bit 0

2M�1 . . . 23 22 21 2o

2M�1 . . . 8 4 2 1
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Using this scheme, bit M� 1 is known as the most significant bit (MSB) because its contribution to

the numerical level of the word is the largest relative to the other bits. Bit 0 is known as the least

significant bit (LSB). In hexadecimal (base 16), a sequence of 4 bits is used to represent a single

digit, so that the 24 different digits (0 through 9 plus A through F) form the alphabet for creating a

word.

Several binary codes are in common use. In 4-bit straight binary, 0000 is equivalent to analog

zero and 1111 is equivalent to decimal 15 or hexadecimal F. Straight binary is considered to be a

unipolar code because all numbers are of like sign. Bipolar codes allow for sign changes. Offset

binary is a bipolar code with 0000 equal to �7 and 1111 equal to +7. The comparison between these

two codes and several others is shown in Table 7.1. In offset binary there are two zero levels, with

true zero being centered between them. Note how the MSB is used as a sign bit in a bipolar code.

The ones- and twos-complement binary codes shown in Table 7.1 are both bipolar. They differ

in the positioning of the zero, with the twos-complement code containing one more negative level

(�8) than positive (+7). Twos-complement code is widely used in digital computers. The bipolar

AVPS code uses the MSB as the sign bit but uses the lower bits in a straight binary representation; for

example, 1100 and 0100 represent �4 and +4, respectively.

A code often used for digital decimal readouts and for communication between digital

instruments is binary coded decimal (BCD). In this code, each individual digit of a decimal

number is represented separately by its equivalent value coded in straight binary. For example, the

three digits of the base 10 number 53210 are represented by the BCD number 0101 0011 0010 (i.e.,

binary 5, binary 3, binary 2). In this code each binary number need span but a single decade, that is,

have values from 0 to 9. Hence, in digital readouts, when the limits of the lowest decade are

exceeded, that is, 9 goes to 10, the code just carries into the next higher decade.

Table 7.1 Binary Codes (Example: 4-Bit Words)

Bits (Hex) Straight Offset Twos Complement Ones Complement AVPS1

0000 0 �7 þ0 þ0 �0

0001 1 �6 þ1 þ1 �1

0010 2 �5 þ2 þ2 �2

0011 3 �4 þ3 þ3 �3

0100 4 �3 þ4 þ4 �4

0101 5 �2 þ5 þ5 �5

0110 6 �1 þ6 þ6 �6

0111 7 �0 þ7 þ7 �7

1000 8 þ0 �8 �7 þ0

1001 9 þ1 �7 �6 þ1

1010 A þ2 �6 �5 þ2

1011 B þ3 �5 �4 þ3

1100 C þ4 �4 �3 þ4

1101 D þ5 �3 �2 þ5

1110 E þ6 �2 �1 þ6

1111 F þ7 �1 �0 þ7

1AVPS, absolute-value plus-sign code.
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Example 7.3

A 4-bit register contains the binary word 0101. Convert this to its decimal equivalent assuming a

straight binary code.

KNOWN 4-bit register

FIND Convert to base 10

ASSUMPTION Straight binary code

SOLUTION The content of the 4-bit register is the binary word 0101. This represents

0 � 23 þ 1 � 22 þ 0 � 21 þ 1 � 20 ¼ 5

The equivalent of 0101 in decimal is 5.

7.4 TRANSMITTING DIGITAL NUMBERS: HIGH AND LOW SIGNALS

Electrical devices transmit binary code by using differing voltage levels. Because a bit can have a

value of 1 or 0, the presence of a particular voltage (call it HIGH) at a junction could be used to

represent a 1-bit value, whereas a different voltage (LOW) could represent a 0. Most simply, this

voltage can be affected by use of an open or closed switch using a flip-flop (see Chapter 6), such as

depicted in Figure 7.5a.

For example, a signal method common with many digital devices is a þ5 V form of TTL (true

transistor logic), which uses a nominal þ5 V HIGH/0 V LOW scheme for representing the value of a

bit. To avoid any ambiguity due to voltage fluctuations and provide for more precision, a voltage

level between þ2 and þ5.5 V is taken as HIGH and therefore a bit value of 1, whereas a voltage

between �0.6 and þ0.8 V is taken as LOW or a 0-bit value. But this scheme is not unique.

Binary numbers can be formed through a combination of HIGH and LOW voltages. Several

switches can be grouped in parallel to form a register. Such anM-bit register forms a number based on

the value of the voltages at its M output lines. This is illustrated in Figure 7.5b for a 4-bit register

forming the number 1010. So the bit values can be changed simply by changing the opened or closed

state of the switches that connect to the output lines. This defines a parallel form in which all of the bits

needed to form a word are available simultaneously. But another form is serial, where the bits are

separated in a time sequence of HIGH/LOW pulses, each pulse lasting for only one predefined time

duration, dt. This is illustrated in the pulse sequence of Figure 7.5c, which also forms the number 1010.

7.5 VOLTAGE MEASUREMENTS

Digital measurement devices consist of several components that interface the digital device with the

analog world. In particular, the digital-to-analog converter and the analog-to-digital converter are

discussed next. They form the major components of a digital voltmeter and an analog-to-digital/

digital-to-analog data acquisition system.

Digital-to-Analog Converter

A digital-to-analog converter is an M-bit digital device that converts a digital binary word into an

analog voltage (5–8). One possible scheme uses an M-bit register with a weighted resistor ladder
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1

0 V
0
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(0 V) LOW

Control logic

Switch

Simple 4-bit register

Control logic

001

Time

1

E

(b)

(a)

(c)

δt

Figure 7.5 Methods for

transmitting digital information.

(a) Simple on/off (1 or 0) switch.

(b) Four-bit register transmitting

1010 in parallel. (c) Serial

transmission of 1010.

circuit and operational amplifier, as depicted in Figure 7.6. The circuit consists of M binary weighted

resistors having a common summing point. The resistor associated with the register MSB has a value

of R. At each successive bit the resistor value is doubled, so that the resistor associated with the LSB

has a value of (2M�1R). The circuit output is a current, I, given by

I ¼ Eref

XM
m ¼ 1

cm

2m � 1R
ð7:11Þ

The values for cm are either 0 or 1 depending on the associated mth bit value of the register that

controls the switch setting. The output voltage from the amplifier is

Eo ¼ IRr ð7:12Þ
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Note that this is equivalent to an operation in which an M-bit D/A converter would compare the

magnitude of the actual input binary number, X, contained within its register to the largest possible

number 2M. This ratio determines Eo from

Eo ¼ X

2M
ð7:13Þ

The D/A converter will have both digital and analog specifications, the latter expressed in terms of

its full-scale analog voltage range output (EFSR). Typical values for EFSR are 0 to 10 V (unipolar) and

	5 V (bipolar) and for M are 8, 12, 16, and 18 bits.

Analog-to-Digital Converter

An analog-to-digital converter converts an analog voltage value into a binary number through a

process called quantization. The conversion is discrete, taking place one number at a time.

The A/D converter is a hybrid device having both an analog side and a digital side. The analog

side is specified in terms of a full-scale voltage range, EFSR. The EFSR defines the voltage range over

which the device operates. The digital side is specified in terms of the number of bits of its register.

An M-bit A/D converter outputs an M-bit binary number. It can represent 2M different binary

numbers. For example, a typical 8-bit A/D converter with an EFSR ¼ 10 V would be able to represent

analog voltages in the range between 0 and 10 V (unipolar) or the range between	5 V (bipolar) with

MSB

2 RM – 1

LSB

8R

4R

2R

R

Eo

Rr

Eref

+

...
...

...

...

Figure 7.6 Digital-to-analog

converter.
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28 ¼ 256 different binary values. Principal considerations in selecting a type of A/D converter

include resolution, voltage range, and conversion speed.

Resolution

The A/D converter resolution is defined in terms of the smallest voltage increment that causes a bit

change. Resolution is specified in volts and is determined by

Q ¼ EFSR=2M ð7:14Þ
Primary sources of error intrinsic to any A/D converter are the resolution and associated

quantization error, saturation error, and conversion error.

Quantization Error

An A/D converter has a finite resolution, and any input voltage that falls between two adjacent

output codes results in an error. This error is referred to as the quantization error eQ. It behaves as

noise imposed on the digital signal.

The analog input to digital output relationship for a 0- to 4-V, 2-bit A/D converter is represented

in Figure 7.7. From Equation 7.14, the resolution of this device is Q ¼ 1 V. For such a converter, an

input voltage of 0.0 V would result in the same binary output of 00 as would an input of 0.9 V. Yet an

input of 1.1 V results in an output of 01. Clearly, the output error is directly related to the resolution.

In this encoding scheme, eQ is bounded between 0 and 1 LSB above Ei, so we estimate eQ¼Q. This

scheme is common in digital readout devices.

A second common scheme makes the quantization error symmetric about the input voltage.

For this, the analog voltage is shifted internally within the A/D converter by a bias voltage, Ebias, of

an amount equivalent to ½ LSB. This shift is transparent to the user. The effect of such a shift is

shown on the second lower axis in Figure 7.7. This now makes eQ bounded by 	1/2 LSB about Ei,
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that is, eQ ¼ 	1/2Q. This scheme is also common in data-acquisition systems. Regardless of the

scheme used, the span of the quantization error remains 1 LSB, and its effect is significant only at

small voltages. In an uncertainty analysis we would set the resolution uncertainty to uQ ¼ eQ.

The resolution of an A/D converter is sometimes specified in terms of signal-to-noise ratio

(SNR). The SNR relates the power of the signal, given by Ohm’s law as E2=R, to the power that can

be resolved by quantization, given by E2/(R�2M). The SNR is just the ratio of these values. Defined

in terms of the decibel (dB), this gives

SNR ðdBÞ ¼ 20 log 2M ð7:15Þ
The effect of bit number on resolution and SNR is detailed in Table 7.2. Program Bits of Resolution.

vi explores the influence of a combination of M, EFSR, and Q on a measured signal.

Saturation Error

The analog range of an A/D converter limits the minimum and maximum analog voltage. If either

limit is exceeded, the A/D converter output saturates and does not change with a subsequent increase

in input level. As noted in Figure 7.7, an input to the 0- to 4-V, 2-bit A/D converter above 4 V results

in an output of binary 11 and below 0 Vof binary 00. A saturation error is defined by the difference

between the input analog signal level and the equivalent digital value assigned by the A/D converter.

Saturation error can be avoided by conditioning signals to remain within the limits of the A/D

converter.

Conversion Error

An A/D converter is not immune to elemental errors arising during the conversion process that lead

to misrepresenting the input value. As with any device, the A/D errors can be delineated into

hysteresis, linearity, sensitivity, zero, and repeatability errors. The extent of such errors depends on

the particular method of A/D conversion. Factors that contribute to conversion error include A/D

converter settling time, signal noise during the analog sampling, temperature effects, and excitation

power fluctuations (5–7).

Linearity errors result from the ideal assumption that an M-bit A/D converter resolves the

analog input range into 2M � 1 equal steps of width Q. In practice, the steps may not be exactly equal,

which causes a nonlinearity in the ideal conversion line drawn in Figure 7.7. This error is specified in

terms of bits.

Table 7.2 Conversion Resolution

Bits Qa SNR

M (V) (dB)

2 2.5 12

4 0.625 24

8 0.039 48

12 0.0024 72

16 0.15 (10�3) 96

18 0.0381 (10�3) 108

aAssumes EFSR ¼ 10 V.

7.5 Voltage Measurements 275



E1C07 09/14/2010 14:43:49 Page 276

Example 7.4

Compute the relative effect of quantization error (eQ/Ei) in the quantization of a 100-mV and a 1-V

analog signal using an 8-bit and a 12-bit A/D converter, both having a full-scale range of 0 to 10 V.

KNOWN Ei ¼ 100 mV and 1V

M ¼ 8 and 12

EFSR ¼ 0-10 V

FIND eQ /Ei, where eQ is the quantization error

SOLUTION The resolutions for the 8-bit and 12-bit converters can be estimated from Equation

7.14 as

Q8 ¼ EFSR

28
¼ 10

256
¼ 39 mV

Q12 ¼ EFSR

212
¼ 10

4096
¼ 2:4 mV

Assume the A/D converter is designed so that the absolute quantization error is given by 	 1
2
Q. The

relative effect of the quantization error can be computed by eQ/Ei. The results are tabulated as

follows:

Ei M eQ 100 � eQ/Ei

100 mV 8 	19.5 mV 19.5%

100 mV 12 	1.2 mV 1.2%

1 V 8 	19.5 mV 1.95%

1 V 12 	1.2 mV 0.12%

From a relative point of view, the quantization error is much greater at lower voltage levels.

Example 7.5

The A/D converter with the specifications listed below is to be used in an environment in which the

A/D converter temperature may change by 	10
C. Estimate the contributions of conversion and

quantization errors to the uncertainty in the digital representation of an analog voltage by the

converter.

Analog-to-Digital Converter

EFSR 0–10 V

M 12 bits

Linearity error 	3 bits

Temperature drift error 1 bit/5
C
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KNOWN 12-bit resolution (see Ex. 7.4)

FIND (uc)E measured

SOLUTION We can estimate a design-stage uncertainty as a combination of uncertainty due to

quantization errors uQ and due to conversion errors uc:

udð ÞE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2
o þ u2

c

q
The resolution of a 12-bit A/D converter with full-scale range of 0 to 10 V is (see Ex. 7.3) uQ ¼
2.4 mV, so that the quantization error is estimated by the zero-order uncertainty:

uo ¼ 1

2
Q ¼ 1:2 mV

Now the conversion error is affected by two elements:

Linearity uncertainty ¼ u2 ¼ 3 bits � 2:4 mV

¼ 7:2 mV

Temperature uncertainty ¼ u3 ¼ 1 bit

5
C
� 10
C � 2:4 mV

¼ 4:8 mV

An estimate of the uncertainty due to conversion errors is found using the RSS method:

uc ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2

2 þ u2
3

q
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
7:2 mVð Þ2 þ 4:8 mVð Þ2

q
¼ 8:6 mV

The combined uncertainty in the digital representation of an analog value due to these uncertainties

is an interval described as

udð ÞE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1:2 mVð Þ2 þ 8:6 mVð Þ2

q
¼ 	8:7 mV 95% assumedð Þ

The effects of the conversion errors dominate the uncertainty.

Successive Approximation Converters

We next discuss several common methods for converting voltage signals into binary words.

Additional methods for A/D conversion are discussed in specialized texts (5,7).

The most common type of A/D converter uses the successive approximation technique. This

technique uses a trial-and-error approach for converting the input voltage. Basically, the successive

approximation A/D converter guesses successive binary values as it narrows in on the appropriate

binary representation for the input voltage. As depicted in Figure 7.8, this A/D converter uses an

M-bit register to generate a trial binary number, a D/A converter to convert the register contents into

an analog voltage, and a voltage comparator (see Section 6.7 in Chapter 6) to compare the input

voltage to the internally generated voltage. The conversion sequence is as follows:

1. The MSB is set to 1. All other bits are set to 0. This produces a value of E� at the D/A

converter output equivalent to the register setting. If E� > Ei, the comparator goes LOW,

causing the MSB to be reset to 0. If E� < Ei, the MSB is kept HIGH at 1.
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2. The next highest bit (MSB-1) is set to 1. Again, if E�> Ei, it is reset to 0; otherwise its value

remains 1.

3. The process continues through to the LSB. The final register value gives the quantization

of Ei.

The process requires a time of one clock tick per bit.

An example of this sequence is shown in Table 7.3 for an input voltage ofEi¼ 10.1 Vand using the

0 to 15 V, 4-bit successive approximation A/D converter of Figure 7.8. For this case, the converter has a

resolution of 0.9375 V. The final register count of 1010 or its equivalent of 9.375 V is the output from

the A/D converter. Its value differs from the input voltage of 10.1 Vas a result of the quantization error.

This error can be reduced by increasing the bit size of the register.

The successive approximation converter is typically used when conversion speed at a reason-

able cost is important. The number of steps required to perform a conversion equals the number of

bits in the A/D converter register. With one clock tick per step, a 12-bit A/D converter operating with

Control logic

tuo latigiDA/D

0 0 0 0

1 0 1 0

Analog in

Ei

E*

10.1 V

9.375 V

Comparator
M-bit
shift

register

M-bit
storage
register

Clock

V

Figure 7.8 Successive

approximation A/D

converter. Four-bit

scheme is shown with

register = 1010 with

Ei = 10.1 V.

Table 7.3 Example of Successive Approximation Conversion Sequence for a 4-Bit Converter

Sequence Register E� Ei Comparator

Initial status 0000 0 10.1

MSB set to 1 1000 7.5 10.1 High

Leave at 1 1000 7.5

Next highest bit set to 1 1100 11.25 Low

Reset to 0 1000 7.5 10.1

Next highest bit set to 1 1010 9.375 High

Leave at 1 1010 9.375

LSB set to 1 1011 10.3125 10.1 Low

Reset to 0 1010 9.375
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a 1-MHz clock would require a maximum time of 12 ms per conversion. But this also reveals the

trade-off between increasing the number of bits to lower quantization error and the resulting

increase in conversion time. Faster clocks enable higher sample rates. Common maximum sample

rates are on the order of 100 kHz to 1 MHz using 12, 16, or 24 bits.

Sources of conversion error originate in the accuracies of the D/A converter and the comparator.

Noise is the principal weakness of this type of converter, particularly at the decision points for the

higher-order bits. The successive approximation process requires that the voltage remain constant

during the conversion process. Because of this, a sample-and-hold circuit (SHC), as introduced in

Chapter 6, is used ahead of the converter input to measure and to hold the input voltage value constant

throughout the duration of the conversion. The SHC also minimizes noise during the conversion.

Ramp (Integrating) Converters

Low-level (<1-mV) measurements often rely on ramp converters for their low-noise features. These

integrating analog-to-digital converters use the voltage level of a linear reference ramp signal to

discern the voltage level of the analog input signal and convert it to its binary equivalent. Principal

components, as shown in Figure 7.9, consist of an analog comparator, ramp function generator, and

counter andM-bit register. The reference signal, initially at zero, is increased at set time steps, within

which the ramp level is compared to the input voltage level. This comparison is continued until the

two are equal.

The usual method for generating the ramp signal is to use a capacitor of known fixed

capacitance C, which is charged from a constant current source of amperage, I. Because the

charge is related to current and time by

q ¼
Z t

0

Idt ð7:16Þ

the reference ramp voltage is linearly related to the elapsed time by

Eref ¼ q

C
¼ constant � t ð7:17Þ

Time is integrated by a counter that increases the register value by 1 bit at each time step. Time step

size depends on the value of 2M. When the input voltage and ramp voltage magnitudes cross during a

time step, the comparator output goes to zero, which flips a flip-flop halting the process. The register

count value then indicates the digital binary equivalent of the input voltage.

–

+
–

+

From
controller

Switch

ComparatorAnalog in

Ramp
generation

C

Digital out

EREF

Clock

Flip/flop

One
shot Counter

register

Figure 7.9 Ramp

A/D converter.
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The accuracy of this single ramp operation is limited by the accuracy of the timing clock and the

known values and constancy of the capacitor and the charging current. Increased accuracy can be

achieved using a dual ramp converter, sometimes referred to as a dual-slope integrator, in which the

measurement is accomplished in two steps, as illustrated in Figure 7.10. In the first step, the input

voltage Ei is applied to an integrator for a fixed time period t1. The integrator output voltage

increases in time with a slope proportional to the input voltage. At the end of the time interval, the

output of the integrator has reached the level E�. The second step in the process involves the

application of a fixed reference voltage Eref to the integrator. This step occurs immediately at the end

of the fixed time interval in the first step, with the integrator voltage at exactly the same level

established by the input. The reference voltage has the opposite polarity to the input voltage, and

thus reduces the output of the integrator at a known rate. The time required for the output to return to

zero is a direct measure of the input voltage. The time intervals are measured using a digital counter,

which accumulates pulses from a stable oscillator. The input voltage is given by the relationship

Ei=Eref ¼ tm=t1 ð7:18Þ
where tm is the time required for step two. Dual-ramp converter accuracy depends on the stability of

the counter during conversion and requires a very accurate reference voltage.

Ramp converters are inexpensive but relatively slow devices. However, their integration process

tends to average out any noise in the input signal. This is the feature that makes them so attractive for

measuring low-level signals. The maximum conversion time using a ramp converter is estimated as

Maximum conversion time ¼ 2M=Clock speed ð7:19Þ
For a dual-ramp converter, this time is doubled. If one assumes that a normal distribution of input

values are applied over the full range, the average conversion time can be taken to be one-half of the

maximum value. For a 12-bit register with a 1-MHz clock and required to count the full 212 pulses, a

dual-ramp converter would require �8 ms for a single conversion, corresponding to a sample

rate of 125 Hz.

Step 1:

Step 2:

Time
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Ei1
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Eref

Eo(t)
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(constant slope)
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Integrator voltage

Integrator

Integrator
Figure 7.10 Dual-ramp analog voltage to

digital conversion.
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Parallel Converters

Avery fast A/D converter is the parallel or flash converter depicted in Figure 7.11. These converters are

common to high-end stand-alone digital oscilloscopes and spectral analyzers. An M-bit parallel

converter uses 2M� 1 separate voltage comparators to compare a reference voltage to the applied input

voltage. As indicated in Figure 7.11, the reference voltage applied to each successive comparator is

increased by the equivalent of 1 LSB by using a voltage-dividing resistor ladder. If the input voltage is

less than its reference voltage, a comparator will go LOW; otherwise it will go HIGH.

Consider the 2-bit converter shown in Figure 7.11. If Ein � 1

2
Eref but Ein < 3

4
Eref , then

comparators 1 and 2 will be HIGH but comparator 3 will be LOW. In this manner, there can

only be 2M ¼ 22 different HIGH/LOW combinations from 22 – 1 comparators, as noted in Table 7.4
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Figure 7.11 Parallel or

flash A/D converter.

Two-bit scheme is shown.

Table 7.4 Logic Scheme of a 2-Bit Parallel A/D Converter

Comparator Binary Output

1 2 3

HIGH HIGH HIGH 11

LOW HIGH HIGH 10

LOW LOW HIGH 01

LOW LOW LOW 00
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which shows how these combinations correspond to the 22 possible values of a 2-bit binary output.

Logic circuits transfer this information to a register.

Because all the comparators act simultaneously, the conversion occurs in a single clock count.

Thus an attraction of this converter is its speed, with typical sample rates on the order of 150 MHz at

8 bits. Its disadvantage lies in the cost associated with its 2M � 1 comparators and the associated

logic circuitry. For example, an 8-bit converter requires 255 comparators.

Digital Voltmeters

The digital voltmeter must convert an analog input signal to a digital output. This conversion can be

done through several basic techniques (7). The most common method used in digital meters is with

dual-ramp converters. The limits of performance for digital voltmeters can be significantly higher

than for analog meters. Because of their very high input impedance, loading errors are very small at

low-voltage levels, nearly as low as null balance instruments such as the potentiometer. The

resolution (1 LSB) of these meters may be significantly better than their accuracy, so care must be

taken in estimating uncertainty in their output. These devices are able to perform integration in both

DC and true root-mean-square (rms) AC architecture.

Example 7.6

A 0- to 10-V, three-digit digital voltmeter (DVM) is built around a 10-bit, single-ramp A/D

converter. A 100-kHz clock is used. For an applied input voltage of 6.372 V, what is the DVM output

value? How long will the conversion process take?

KNOWN EFSR ¼ 10 V; M ¼ 10

Clock speed ¼ 100 kHz

Three significant digit readout (x.xx)

Input voltage, Ei ¼ 6.372 V

FIND Digital output display value

Conversion time

SOLUTION The resolution of the A/D converter is

Q ¼ EFSR=2M ¼ 10 V=1024 ¼ 9:77 mV

Because each ramp step increases the counter value by one bit, the ramp converter has a slope

slope ¼ Q� 1 bit=step ¼ 9:77 mV=step

The number of steps required for conversion is

steps required ¼ Ei

slope
¼ 6:372 V

0:00977 V=step
¼ 652:29 or 653 steps

so the indicated output voltage is

E0 ¼ slope � number of steps

¼ 9:77 mV=step � 653 steps ¼ 6:3769 V � 6:38 V
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A three-digit display rounds E0 to 6.38 V. The difference between the input and output values is

attributed to quantization error. With a clock speed of 100 kHz, each ramp step requires 10 ms/step,

and conversion time ¼ 653 steps � 10 ms/step ¼ 6530 ms.

COMMENT A similar dual-ramp converter would require twice as many steps and twice the

conversion time.

7.6 DATA-ACQUISITION SYSTEMS

A data-acquisition system is the portion of a measurement system that quantifies and stores data.

There are many ways to do this. The engineer who reads a transducer dial, associates a number with

the dial position, and records the number in a log book, performs all of the tasks germane to a data-

acquisition system. This section focuses on microprocessor-based data-acquisition systems, which

are used to perform automated data quantification and storage.

Figure 7.12 shows how a data-acquisition system (DAS) might fit into the general measurement

scheme between the actual measurement and the subsequent data reduction. A typical signal flow

scheme is shown in Figure 7.13 for multiple input signals to a single microprocessor-based/

controller DAS.

Dedicated microprocessor systems can continuously perform their programming instructions to

measure, store, interpret and provide process control without any intervention. Such microprocessors

Data
reduction

Digital
form

Analog

Voltage
Current
Power
Force
etc.

Physical
variable

TransferConvertConvert

PostprocessingData-acquisition systemTransducer

Figure 7.12 Typical signal and

measurement scheme.

Multiplexer

Digital
inputs

Signal
conditioning

Analog
transducers

Buffer

Clock

Controller

External
computer

Display

Process
feedback

Storage

Analog-to-
digital

converter

Figure 7.13 Signal flow scheme for an automated data-acquisition system.
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have I/O ports to interface with other devices to measure and to output instructions. Programming

allows for such operations as which sensors to measure and when and how often, and data

reduction. Programming can allow for decision-making and feedback to control process

variables. A cost-effective microprocessor system may be derived from a programmable logic

controller (PLC).

Computer-based data-acquisition systems are hybrid systems combining a data-acquisition

package with both the microprocessor and human interface capability of a personal computer (PC).

The interface between external instruments and the PC is done either through the use of an I/O

board, an external serial or parallel communication port, an external serial bus, or a wireless port.

They all provide direct access to memory storage and connection to the Internet, an increasingly

useful method to transmit data between locations.

7.7 DATA-ACQUISITION SYSTEM COMPONENTS

Signal Conditioning: Filters and Amplification

Analog signals usually require some type of signal conditioning to properly interface with a digital

system. Filters and amplifiers are the most common components used.

Filters

Analog filters are used to control the frequency content of the signal being sampled. Anti-alias

analog filters remove signal information above the Nyquist frequency prior to sampling. Not all

data-acquisition boards contain analog filters, so these necessary components are often overlooked

and may need to be added.

Digital filters are effective for signal analysis. They cannot be used to prevent aliasing. One

digital filtering scheme involves taking the Fourier transform of the sampled signal, multiplying the

signal amplitude in the targeted frequency domain to attain the desired frequency response (i.e., type

of filter and desired filter settings), and transforming the signal back into time domain using the

inverse Fourier transform (1,2).

A simpler digital filter is the moving average or smoothing filter, which is used for removing

noise or showing trends. Essentially, this filter replaces a current data point value with an average

based on a series of successive data point values. A center-weighted moving averaging scheme takes

the form

y�i ¼ ðyi�n þ � � � þ yi�1 þ yi þ yiþ1 þ � � � þ yiþnÞ=ð2nþ 1Þ ð7:20Þ
where y�i is the averaged value that is calculated and used in place of yi, and (2n þ 1) equals the

number of successive values used for the averaging. For example, if y4 ¼ 3, y5 ¼ 4, y6 ¼ 2, then a

three-term average of y5 produces y�5 ¼ 3.

In a similar manner, a forward-moving averaging smoothing scheme takes the form

y�i ¼ ðyi þ yiþ1 þ � � � þ yiþnÞ=ðnþ 1Þ ð7:21Þ

and a backward moving averaging smoothing scheme takes the form

y�i ¼ ðyi�n þ � � � þ yi�1 þ yiÞ=ðnþ 1Þ ð7:22Þ
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Lighter filtering might use three terms, while heavier filtering might use 10 or more terms. This

filtering scheme is easily accomplished within a spreadsheet program.

Amplifiers

All data-acquisition systems are input range limited; that is, there is a minimum value of a signal that

they can resolve, and a maximum value that initiates the onset of saturation. Thus, some transducer

signals need amplification or attenuation prior to conversion. Most data-acquisition systems contain

on-board instrumentation amplifiers as part of the signal conditioning stage, as depicted in Figure

7.13, with selectable gains ranging from less than to greater than unity. Gain is varied either by a

resistor jumper or by logic switches set by software, which effectively reset resistor ratios across op-

amplifiers. Section 6.6 in Chapter 6 discusses amplifiers.

Although instrument amplifiers offer good output impedance characteristics, voltages can also

be attenuated using a voltage divider. The output voltage from the divider circuit of Figure 7.14 is

determined by

Eo ¼ Ei

R2

R1 þ R2

ð7:23Þ

For example, a 0- to 50-V signal can be measured by a 0- to 10-V A/D converter using R1 ¼ 40 kV
and R2 ¼ 10 kV.

When only the dynamic content of time-dependent signals is important, amplification may

require a strategy. For example, suppose the mean value of a voltage signal is large but the dynamic

content is small, such as with the 5-Hz signal

yðtÞ ¼ 2 þ 0:1 sin 10 pt ðVÞ ð7:24Þ
Setting the amplifier gain at or more than G ¼ 2.5 to improve the resolution of the dynamic content

would saturate a 	5-VA/D converter. In such situations, you can remove the mean component from

the signal prior to amplification by (1) adding a mean voltage of equal but opposite sign, such as

�2 V here, or (2) passing the signal through a very low frequency high-pass filter (also known as AC

coupling).

Shunt Resistor Circuits

An A/D converter requires a voltage signal at its input. It is straightforward to convert current signals

into voltage signals using a shunt resistor. The circuit in Figure 7.15 provides a voltage

Eo ¼ IRshunt ð7:25Þ

R1

R2

SAD ot ecafretnIrecudsnarT

Ei Eo

EiEo =
R2

R1 + R2

Figure 7.14 Voltage divider circuit for

signal amplitude attenuation.
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for signal current I. For a transducer using a standard 4- to 20-mA current loop, a 250-V shunt would

convert this current output to a 1- to 5-V signal.

Offset Nulling Circuit

Offset nulling is used to subtract out a small voltage from a signal, such as to zero out a transducer

output signal. The technique uses a trim potentiometer (Rnull) in conjunction with a bridge circuit,

such as shown in Figure 7.16, to produce the null voltage, Enull. The available null voltage is

Enull ¼ 	 Ei

2
� EiR3 Rnull þ Rsensorð Þ
RnullRsensor þ R3 Rnull þ Rsensorð Þ

� �
ð7:26Þ

The corrected signal voltage is E0 ¼ Ei � Enull.

Components for Acquiring Data

Multiplexer

When multiple input signal lines are connected by a common throughput line to a single A/D

converter, a multiplexer is used to switch between connections, one at a time. This is illustrated by

the multiplexer depicted in Figure 7.17, which uses parallel flip-flops (see Chapter 6) to open and

close the connection paths sequentially. The switching rate is determined by the conversion timing

control logic. Advanced applications may employ the transmission of the signals from several

transducers over a single line in a time-sharing scheme; the transmission line may be fiber optic and

the signal digital.

Rshunt

Interface to DASCurrent source

Eo

I

Eo = IR shunt Figure 7.15 Simple shunt resistor circuit.

Rnull

Rsensor R2

R3
R4

Ei
+

Ei
–

E0

CH+

CH–

Trimmer
potentiometer

SCX1-1321
Figure 7.16 Circuit for applying a null

offset voltage. (Courtesy of National

Instruments, Inc.)
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A/D Converters

High-speed data-acquisition boards employ successive approximation converters with conversion

rates typically up to the 100-kHz to 10-MHz range or parallel converters for rates up to and over 150

MHz. Low-level voltage measurements require the high noise rejection of the dual-ramp converter.

Here the trade-off is in speed, with maximum conversion rates of 1 to 100 Hz more common.

D/A Converters

A digital-to-analog converter permits a DAS to convert digital numbers into analog voltages, which

might be used for process control, such as to change a process variable, activate a device, or to drive

a sensor positioning motor. The digital-to-analog signal is initiated by software or a controller.

Digital Input/Output

Digital signals are composed of discrete states, either high or low. Digital input/output lines may be

used to communicate between instruments (see Section 7.9), control relays (to power equipment on

or off), or indicate the state or status of a device. A common way to transmit digital information is

the use of a 5-V TTL signal (e.g., see Fig. 7.5).

Digital I/O signals may be as a single state (HIGH or LOW; 5 Vor 0 V) or as a series of pulses of

HIGH/LOW states. The single-state signal might be used to operate a switch or relay, or to signal an

alarm. A series of pulses transmits a data series. Gate-pulse counting entails counting pulses that

occur over a specified period of time. This enables frequency determination (number of pulses/unit

time) and counting/timing applications. Pulse stepping, sending a predetermined number of pulses

in a series, is used to drive stepper motors and servos. Several I/O ports can be grouped to send

parallel information.

Closed-Loop Controller

In closed-loop control, the controller is used to compare the state of a process, as determined through

the value of a measured variable, with the value of a set condition and to take appropriate action to

reduce the difference in value of the two. This difference in value is called the error signal. This error

can change as part of the dynamics of the process, which causes the measured variable to change

value, or because the set condition itself is changed. The controller action is to adjust the process so

as to keep the error within a desired range.

E1

E2

E3

E4

Eo

Figure 7.17 Multiplexer (four-channel shown).
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The control process consists of this sequence: sample, compare, decide, and correct. An

example of a digital control loop is depicted in Figure 7.18. Here the controller receives input about

the process through a sensor that monitors the measured variable. The controller measures the sensor

signal by sampling through an A/D converter or some digital input. The controller compares the

measured value to the set value, computes the error signal, executes calculations through its control

algorithm to decide on the correction needed, and acts to correct the process. In this example, we

anticipate that the corrective elements are analog based, and so the controller sends the necessary

signal for appropriate corrective action at the output of a D/A converter. The controller repeats this

procedure at each cycle. A more extensive treatment of feedback control is provided in Chapter 12.

7.8 ANALOG INPUT-OUTPUT COMMUNICATION

Data-Acquisition Boards

Analog interfacing with a computer is most often affected using a general purpose DAS I/O board or

DAS module (board, connection terminals, and interface package). Commonly available units are in

the form of an expansion plug-in board, an external module with USB (universal serial bus)

interface, or modules using wireless communication to transmit/receive data. So the discussion

narrows on these devices. To illustrate a full feature board, we discuss the generic layout shown in

Figure 7.19. Field wiring from/to transducers or other analog equipment is usually made through a

mechanical screw terminal with subsequent connection directly to the board, which connects to a

computer through a communications interface.

A multipurpose, multichannel high-speed data-acquisition plug-in board is shown in Fig-

ure 7.20. The resentative board uses a 16-channel multiplexer and instrument amplifier. With its

12-bit successive approximation A/D converter with an 8- to 9-ms conversion rate and its 800-ns

Error
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Process
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Data
return

Programmable
controller

Data
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Signal
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Figure 7.18 Closed-loop

control concept built around

a data-acquisition–based

programmable controller.
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Figure 7.20 Photograph of a data-acquisition plug-in board. (Courtesy of National Instruments, Inc.)
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sample-hold time, sample rates of up to 333,000 Hz are possible. Input signals may be unipolar (e.g.,

0–10 V) or bipolar (e.g., 	5 V). For the board shown, this allows input resolution for the 12-bit

converter with an EFSR ¼ 10 V range of approximately

Q ¼ EFSR

2M
¼ 10 V

212
¼ 2:44 mV

The amplifier permits signal conditioning with gains from G ¼ 0.5 to 1000. This improves the

minimum detectable voltage when set at maximum gain to

Q ¼ EFSR

Gð Þ 2M
� � ¼ 10 V

1000ð Þ 212
� � ¼ 2:44 mV

Digital I/O can usually be accomplished through these boards for instrument control applications

and external triggering. For the board shown, 16-TTL compatible lines are available.

Single- and Differential-Ended Connections

Analog signal input connections to a DAS board may be single or differential ended. Single-ended

connections use only one signal line (þ or HIGH) that is measured relative to ground (GRD), as

shown in Figure 7.21. The return line (� or LOW) and ground are connected together. There is a

common external ground point, usually through the DAS board. Multiple single-ended connections

to a DAS board are shown in Figure 7.22.

Single-ended connecting wires should never be long, as they are susceptible to EMI (electro-

magnetic interference) noise. Because of noise, the signal should be large compared to the DAS

resolution. Single-ended connections are suitable only when all of the analog signals can be made

relative to the common ground point.

Why the concern over ground points? Electrical grounds are not all at the same voltage value

(see Ground and Ground Loops, in Chapter 6). So if a signal is grounded at two different points, such

as at its source and at the DAS board, the grounds could be at different voltage levels. When a

grounded source is wired as a single-ended connection, the difference between the source ground

voltage and the board ground voltage gives rise to a common-mode voltage (CMV). The CMV

combines with the input signal superimposing interference and noise on the signal. This effect is

referred to as a ground loop. The measured signal is unreliable.

CH Hi

LL GRD

LL GRD

I/O
connector

To A/D

–

+ CH Hi

CH Lo

I/O
connector

To A/D

–

+

Input
amp

Input
amp

(b)(a)

Figure 7.21 (a) Single-ended connection. (b) Differential-ended connection.
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Differential-ended connections allow the voltage difference between two distinct input signals

to be measured. Here the signal input (þ or HIGH) line is paired with a signal return (� or LOW)

line, which is isolated from ground (GRD), as shown in Figure 7.21. By using twisted pairs, the

effects of noise are greatly reduced. A differential-ended connection to a DAS board is shown in

Figure 7.23. The measured voltage is the voltage difference between these two (þ and �) lines for

each channel.

Differential-ended connections are the preferred way to measure low-level signals. However,

for low-level measurements, a 10-kV to 100-kV resistor should be connected between the signal

CH1
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CH N
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GRD Multiplexer
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input

Signal conditioning
and A/D conversion

Data-acquisition boardSource

+
+

–
Channel N
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Analog
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Connection
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+
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Figure 7.22 Multiple single-ended analog connections to a data-acquisition board.
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Figure 7.23 Multiple differential-ended analog connections to a data-acquisition board.
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return (� or LOW) line and ground (GRD) at the DAS board. The differential-ended connection is

less prone to common-mode voltage errors. But if the measured voltage exceeds the board’s CMV

range limit specification, it can be damaged.

Special Signal Conditioning Modules

Signal conditioning modules exist for different transducer applications. They connect between the

transducer and the data-acquisition module. For example, resistance bridge modules allow the direct

interfacing of strain gauges or other resistance sensors through an on-board Wheatstone bridge, such

as depicted in Figure 7.24. There are temperature modules to allow for electronic thermocouple cold

junction compensation that can provide for signal linearization for reasonably accurate (down to

0.5
C) temperature measurements.

Data-Acquisition Triggering

With DAS boards, data acquisition or equipment control can be triggered by software command,

external pulse, or on-board clock. Software-controlled triggers can send TTL-level pulses to

external devices for synchronization, activation, and control.
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Figure 7.24 A strain-gauge interface. Gauges are connected by wires to the interface.
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7.9 DIGITAL INPUT–OUTPUT COMMUNICATION

Certain standards exist for the manner in which digital information is communicated between digital

devices (6,7). Serial communication methods transmit data bit by bit. Parallel communication

methods transmit data in simultaneous groups of bits, for example, byte by byte. Both methods use a

handshake, an interface protocol that initiates, allows, and terminates the data transfer between

devices and TTL-level signals. Most lab equipment can be equipped to communicate by at least one

of these means, and standards have been defined to codify communications between devices of

different manufacturers. Standards continuously evolve, so the present discussion focuses on

concepts and application of representative standards.

Serial Communications: RS-232C

The RS-232C protocol, which was initially set up to translate signals between telephone lines and

computers via a modem (modulator-demodulator), remains a well-used interface for communica-

tion between a computer and any serial device. Basically, this protocol allows two-way communi-

cation using two single-ended signal (þ) wires, noted as TRANSMIT and RECEIVE, between data

communications equipment (DCE), such as an instrument, and data terminal equipment (DTE),

such as the data acquisition system or computer. These two signals are analogous to a telephone’s

mouthpiece and earpiece signals. A signal GROUND wire allows signal return (�) paths.

Most lab computers have an RS-232C–compatible I/O port. The popularity of this interface is

due to the wide range of equipment that can utilize it. Either a 9-pin or 25-pin connector can be used.

The full connection protocol is shown in Figure 7.25. Communications can be half-duplex or full-

duplex. Half-duplex allows one device to transmit while the other receives. Full-duplex allows both

devices to transmit simultaneously.

The minimum number of wires required between DTE and DCE equipment is the three-wire

connection shown in Figure 7.26. This connects only the TRANSMIT, RECEIVE, and GROUND

lines while bypassing the handshake lines. The handshaking lines can be jumpered to fool either

device into handshaking with itself, thereby allowing the communication. This is a popular wiring

scheme when using a 9-pin connector. Communication between similar equipment, DTE to DTE or

DCE to DCE, needs only nine lines. The full 9-pin connector wiring scheme is shown in Figure 7.27.

Description

Protective ground
Transmitted data (TD)
Received data (RD)
Request to send (RTS)
Clear to send (CTS)
Data set ready (DSR)
Signal ground (GRD)
Data carrier detect (DCD)
Transmit signal element timing (TSET)
Receive signal element timing (DTR)
Data terminal ready (DTR)
Ring indicator (RI)

1

13

14

25

25–pin
Number
(DTE)

1
2
3
4
5
6
7
8

15
17
20
22

Figure 7.25 Standard RS-232C

assignments to a 25-pin connector.
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Data Transmission

Serial communication implies that data are sent in successive streams of information, one bit at a

time. The value of each bit is represented by an analog voltage pulse with a 1 and 0 distinguished by

two equal voltages of opposite polarity in the 3- to 25-V range. Communication rates are measured

in baud, which refers to the number of signal pulses per second.

A typical asynchronous transmission is 10 serial bits composed of a start bit followed by a 7- or

8-bit data stream, either one or no parity bit, and terminated by 1 or 2 stop bits. The start and stop bits

form the serial ‘‘handshake’’. Asynchronous transmission means that information may be sent at

random intervals. So the start and stop bits are signals used to initiate and to end the transmission of

each byte of data transmitted, hence the analogy of a handshake. The start bit allows for syn-

chronization of the clocks of the two communicating devices. The parity bit allows for limited error

checking. Parity involves counting the number of 1’s in a byte. In 1 byte of data, there will be an

even or odd number of bits with a value of 1. An additional bit added to each byte to make the

number of 1 bits a predetermined even or odd number is called a parity bit. The receiving device

counts the number of transmitted bits, checking for the predetermined even (even parity) or odd (odd

parity) number. In synchronous transmission, the two devices initialize and synchronize commu-

nication with each other. Even when there are no data to send, the devices transmit characters just to

maintain synchronization. Stop and start bits are then unnecessary, allowing for higher data transfer

rates.

Devices that employ data buffers, a region of RAM that serves as a data holding area, use a

software handshaking protocol such as XON/XOFF. With this, the receiving device transmits an

XOFF signal to halt transmission as the buffer nears full and an XON signal when it has emptied and

is again ready to receive.

Bluetooth Communications

Bluetooth is a standardized specification permitting wireless communication between devices. The

specification is based on the use of radio waves to transmit information, allowing signals to pass

niPniP

2
3
7

2
3
7

Figure 7.26 Minimum serial connections between DTE to DCE

or DTE to DTE equipment (RS-232C).
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Received data (RD)
Data terminal ready (DTR)
Signal ground (GRD)
Data set ready (DSR)
Request to send (RTS)
Clear to send (CTS)
Ring Indicator (RI)
Chassis ground

Figure 7.27 Nine-wire serial connection

between DTE to DTE or DCE to DCE

equipment (RS-232C).
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through enclosures, walls, and clothes. Devices are independent of aiming position. As such, the

specification overcomes problems inherent with popular infrared port communication devices, for

example those used on common electronic remote controls, which require line-of-sight interaction.

However, Bluetooth is not intended or written to be a wireless LAN network protocol, such as is

IEEE 802.11. Instead, it does permit communication between peripheral devices that use their own

protocol by setting up a personal area network (PAN). Up to eight devices can communicate

simultaneously over distances of up to about 10 m of separation within the 2.402- and 2.480-GHz

radio spectrum on a PAN. Bluetooth 2.0 can manage data transfer rates up to 3 Mbps.

Universal Serial Bus and Firewire

The USB permits peripheral expansion for up to 128 devices at low- to high-speed data transfer

rates. The original USB (USB 1.0/1.1) supports transfer rates from 1.5 Mbs up to 12Mbs, and the

high-speed USB (USB 2.0) supports rates up to 480 Mbs. In January 2010 the first certified USB 3.0

consumer products were announced; the USB 3.0 achievable data rate is 3.2 Gbit/sec. Notably the

maximum current that a USB 3.0 device can draw is 900 mA, an 80% increase over USB 2.0. The

USB supports a ‘‘hot swap’’ feature that allows the user to plug in a USB-compatible device and to

use it without reboot. This bus connects USB devices to a single computer host through a USB root

hub. The USB physical interconnect is a tiered star topology, as illustrated in Figure 7.28a. In this

setup, the root hub permits one to four attachments, which can be a combination of USB peripheral

devices and additional USB hubs. Each successive hub can in turn support up to four devices or

hubs. Cable length between a device and hub or between two hubs is limited to 5 m for USB. The

connecting cable (Fig. 7.28b) is a four-line wire consisting of a hub power line, two signal lines (þ
and �), and a ground (GRD) line.

Firewire is a tradename for the IEEE 1394 High Speed Serial Bus, currently governed by IEEE

standard 1394-2008 (9). It was developed largely to support digital audio and video equipment. The

IEEE 1394 communication standard uses six wires consisting of two pairs of signal lines and two

power lines, with cable length limited to 4.5 m. Firewire connections can provide power to an

external device.

Device

Device

Device

Device

DeviceDevice

(a) Star topology

Host

Root hub

Hub

HubHub

Power
Signal (+)
Signal (–)

GRD

(b) Wiring connection

Figure 7.28 General purpose interface bus (GPIB) assignments to a 25-pin connector.
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Parallel Communications GPIB (IEEE-488)

The general purpose interface bus (GPIB) is a high-speed parallel interface. Originally developed

by Hewlett-Packard, it is sometimes referred to as the HP-IB. The GPIB is usually operated under

the IEEE-488 communication standard. In 2004 the international and IEEE standards were

combined and the current standard is designated IEC-60488-1. The bus allows for the control

of other devices through a central controller, and it allows devices to receive/transmit information

from/to the controller. This standard is well defined and widely used to interface communication

between computers and printers and scientific instrumentation.

The standard for the GPIB operates from a 16-wire bus with a 24-wire connector (Table 7.5). A

25-pin connector is standard. The bus is formed by eight data lines plus eight lines for bus

management and handshaking (two-way control communication). The additional eight lines are

used for grounds and shield. Bit-parallel, byte-serial communication at data rates up to 8 Mbytes/s

are possible. Connector lines are limited to a length of roughly 4 m.

The standard requires a controller, a function usually served by the laboratory computer, and

permits multidrop operation, allowing up to 15 devices to be attached to the bus at any time. Each

device has its own bus address (addresses 1–14). The bus controller (address 0) controls all the bus

Table 7.5 General Purpose Interface Bus (GPIB) Assignments to

a 25-Pin Connector

Pin number Description

Data lines

1 Digital I/O data line 1

2 Digital I/O data line 2

3 Digital I/O data line 3

4 Digital I/O data line 4

13 Digital I/O data line 5

14 Digital I/O data line 6

15 Digital I/O data line 7

16 Digital I/O data line 8

Handshake lines

6 Data valid (DAV)

7 Not ready for data (NRFD)

8 Not data accepted (NDAC)

Bus management lines

5 End or identify (EOI)

9 Interface clear (IFC)

10 Service request (SRQ)

11 Attention (ATN)

17 Remote enable (REN)

Ground lines

12 Shield

18–24 Ground
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activities and sequences all communications to and between devices, such as which bus device

transmits or receives and when. This is done along the bus management and handshaking lines. The

communication along the bus is bidirectional. Normally, ground true TTL logic (i.e.,


 0:8 V HIGH;� 2 V LOW) is used. The interplay between the controller and the devices on

the bus is controlled by software programs.

Example 7.7

A strain transducer has a static sensitivity of 2.5 V/unit strain (2.5 mV/me) and requires a supply

voltage of 5 VDC. It is to be connected to a DAS having a 	5 V, 12-bit A/D converter and its signal

measured at 1000 Hz. The transducer signal is to be amplified and filtered. For an expected

measurement range of 1 to 500 me, specify appropriate values for amplifier gain, filter type, and

cutoff frequency, and show a signal flow diagram for the connections.

SOLUTION The signal flow diagram is shown in Figure 7.29. Power is drawn off the data-

acquisition board and routed to the transducer. Transducer signal wires are shielded and routed

through the amplifier, filter, and connected to the data-acquisition board connector block using

twisted pairs to channel 0, as shown. The differential-ended connection at the board reduces

noise.

The amplifier gain is determined by considering the minimum and maximum signal magnitudes

expected, and the quantization error of the DAS. The nominal signal magnitude ranges from 2:5 mV

to 1.25 mV. An amplifier gain of G¼ 1000 boosts this from 2.5 mV to 1.25 V. This lower value is on

the order of the quantization error of the 12-bit converter. A gain of G ¼ 3000 raises the low end of

the signal out of quantization noise while keeping the high end out of saturation.

With a sample rate of fs¼ 1000 Hz, an anti-alias, low-pass Butterworth filter with 12 dB/octave

roll-off and a cutoff frequency set at fc ¼ fN ¼ 500 Hz would meet the task.

– –

–

–– ––

–

––

+5V

+5V
Power
EXC

S
I
G
N
A
L

GRD

GRD

Shield

Shield

G

Amplifier
and
filter

Connector
block

OUT

Data-acquisition board

Signal
to A/D

CH∅ HI

CH∅Lo/
8 HI

CH1 HI

CH1 Lo/
9 HI

Connector
ribbon

to
computer

busTransducer
(Grounded source)

Figure 7.29 Line connections for Example 7.7.
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Example 7.8

The output from an analog device (nominal output impedance of 600 V) is the input to the 12-bit

A/D converter (nominal input impedance of 1 MV) of a data-acquisition system. For a 2-V signal,

will interstage loading be a problem?

KNOWN Z1 ¼ 600 V
Zm ¼ l MV
E1 ¼ 2 V

FIND eI

SOLUTION The loading error is given by eI ¼ Em � EI, where E1 is the true voltage and Em is

the measured voltage. From Equation 6.39,

e1 ¼ E1

1

1 þ Z1=Zm

� 1

	 

¼ �1:2 mV

The interstage loading error at 2-V input actually is less than the 	2.4-mV quantization error of the

12-bit device.

Example 7.9

An analog signal is to be sampled at a rate of 200 Hz with a 12-bit A/D converter that has an input

range of �10 to 10 V. The signal contains a 200-Hz component, f1, with an amplitude of 100 mV.

Specify a suitable LC filter that attenuates the 200-Hz component down to the A/D converter

quantization resolution level and acts as an anti-alias filter for quantization.

KNOWN fs ¼ 200 Hz

f1 ¼ 200 Hz

A1 ¼ 100 mV

EFSR ¼ 10V

M ¼ 12

FIND Specify a suitable

filter

SOLUTION For fs ¼ 200 Hz, the Nyquist frequency fN is 100 Hz. So an appropriate design

for an anti-alias filter might have the properties of fc ¼ 100 Hz and M (100 Hz) ¼ �3 dB and a

maximally flat passband (Butterworth). The A/D converter quantization resolution level is

Q ¼ EFSR

2M
¼ 20 V

4096
¼ 4:88 mV

For a 100-mV signal at 200 Hz, this requires a k-stage, low-pass Butterworth filter with an

attenuation of

Mð200HzÞ ¼ 4:88 mV

100 mV
¼ 0:0488 ðor �26 dBÞ

¼ 1 þ f=f cð Þ2k
h i�1=2

¼ 1 þ 200=100ð Þ2k
h i�1=2

so, k ¼ 4:3 � 5. Appropriate values for L andC can be set from Table 6.1 and Figure 6.30 and scaled.
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7.10 DIGITAL IMAGE ACQUISITION AND PROCESSING

Digital images are widely used in applications as varied as inspection, medical imaging, quality

assurance, and sorting. This section serves as a brief introduction to acquiring and processing digital

images.

Image Acquisition

Consider the characteristics of a digital grayscale image, such as the one in Figure 7.30. A digital

image is composed of anm� n array of pixels, as illustrated in Figure 7.31. Herewe have zoomed in on

the edge of one of the coins in Figure 7.30, and we see that the image is composed of pixels having

Figure 7.30 Characteristics of a digital grayscale image.

Figure 7.31 Digital image of an

m � n pixel array.
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various levels of gray shading. The grayscale images in Figures 7.30 and 7.31 are 8-bit digital images;

each pixel is assigned a number between 0 and 256, with zero corresponding to pure black.

The device that enables digital imaging is termed a charge-coupled device (CCD).2 A CCD

image sensor is essentially an array of capacitors that gain charge when exposed to light. Each

capacitor represents one pixel in the resulting digital image. A digital camera may have a physical or

an electronic shutter, but in either case the CCD array is active for an exposure time exactly as film

cameras function. Once the exposure is over, the CCD accumulated charge is converted to a digital

representation of the image. The resolution of the image is determined by the number of pixels.

Common cameras may have resolutions that range from 0.3 million pixels (MP) to 21 MP, but higher

resolutions are available.

In many applications for digital imaging, the images are transferred directly from the camera to

a computer, with image acquisition rates as fast as 200,000 frames per second. The term

framegrabber is used to describe the computer hardware that acquires the images from a CCD

camera. Most framegrabber hardware is in the form of a plug-in board or an external module for a

PC. As with any photography, very short exposure times require high-intensity lighting.

Image Processing

A basic treatment of the fundamentals and applications of digital image processing would easily

require an entire book. So our purpose here is to describe one basic issue as illustrative of the impact

of digital image processing. Let’s consider again Figure 7.30, which shows five coins. Two tasks that

might be reasonable to ask an imaging system to accomplish are to locate the coins and determine

their diameter.

Both of these tasks can be accomplished if we can locate the outer edges of the coins. Edge

detection methods are a widely researched and documented area of image processing. In principle,

an edge occurs where the gradient of the pixel intensity is a maximum. So, some numerical scheme

for finding the gradient is required. In a two-dimensional image, the gradient has both magnitude

and direction. For the two-dimensional array that comprises a grayscale image, two gradients are

calculated, one in the x-direction and one in the y-direction (horizontal and vertical in the image).

Using these two numerical estimates of the gradient, a magnitude and direction can be determined.

We will explore two gradient-based methods, Sobel and Canny as they are implemented in Matlab.

The basic differences in these two methods are the degree of smoothing and the criteria for defining

an edge. The Canny method smoothes the image to suppress noise and uses two threshold values in

determining the location of an edge. Gradient values that are below the low threshold result in a pixel

being assigned as a non-edge. Pixels where gradient values are above the high threshold are set as

edges pixels. Gradient values between the two thresholds are examined to see if adjacent pixels are

an edge, and if there is a direct path to an edge pixel that pixel is included as an edge.

The implementation of edge detection in Matlab is a very straightforward process for grayscale

images. The function imread creates the m � n matrix of grayscale values. The function edge

identifies the edges with the method selected. The function imshow views the image.

Figure 7.32 shows the results of the two edge detection methods for our image of coins. Clearly

the grayscale image contains information that causes the edge detection methods to find many edges

that have nothing to do with our coins. One method to improve the chances of finding the edges of

2 The CCD was invented in 1969 at AT&T Bell Labs by Willard Boyle and George Smith (Bell Sys Tech J. 49(4), 1970). In

2009 they shared the Nobel Prize in physics for their invention of the CCD.
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the coins is to subject the image to a process called thresholding. In this process all pixel values

above a certain level are set to pure white, and all below are set to pure black. Let’s threshold our

image at a level of 127. The resulting image is shown in Figure 7.33. When we apply the same edge

detection methods used on the grayscale image, the image shown in Figure 7.34 results. Clearly this

is a step closer to finding the edges of the coins.

(a)

(b)

Figure 7.32 Edge detection methods. (a) Sobel method of edge detection.

(b) Canny method of edge detection.
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Figure 7.33 Improved effect of using threshold values to eliminate noise.

(a)

Figure 7.34 Effects of using threshold values on a grayscale image.

(a) Sobel method of edge detection.
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7.11 SUMMARY

This chapter has focused on sampling concepts, the interfacing of analog and digital devices, and

data-acquisition systems. Despite the advantages of digital systems, they must interact with an

analog world and the back-and-forth exchange between an analog and digital signal has limitations.

With this in mind, a thorough discussion has been provided on the selection of sample rate and the

number of measurements required to reconstruct a continuous process variable from a discrete

representation. Equations 7.2 and 7.10 explain the criteria by which a periodic waveform can be

accurately represented by such a discrete time series. The limitations resulting from improper

sampling and the discrete representation include frequency alias and leakage, and amplitude

ambiguity.

The fact that practically any electrical instrument can be interfaced with a microcontroller or a

data-acquisition system is significant. The working mechanics of A/D and D/A converters is basic to

interfacing such analog and digital devices with data-acquisition systems. The limitations imposed

by the resolution and range of these devices mandate certain signal conditioning requirements in

terms of signal gain and filtering prior to acquisition. These require analog amplifiers and filters,

devices discussed previously. Communication between digital devices surrounds us. But their

proliferation means that standards for communication must be set. These standards are evaluated

and replaced as newer devices demand faster data transfer.
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NOMENCLATURE

e error

eQ quantization error

f frequency (t�1)

fa alias frequency (t�1)

fc filter cutoff frequency (t�1)

fm maximum analog signal frequency (t�1)

fN Nyquist frequency (t�1)

fs sample rate frequency (t�1)

k cascaded filter stage number

t time (t)

y(t) analog signal

yi, y(rdt) discrete values of a signal, y(t)

{y(rdt)} complete discrete time signal of y(t)

A amplifier open loop gain; also, constant

E voltage (V)

Ei input voltage (V)

Eo output voltage (V)

EFSR full-scale analog voltage range

G amplifier gain

I electric current (A)

M number of bits

M(f) magnitude ratio at frequency f

N data set size

Ndt total digital sample period (t)

R resistance (V)

Q A/D converter resolution (V)

df frequency resolution of DFT (t�1)

dR change in resistance (V)

dt sample time increment (t)

t time constant (t)

f (f) phase shift at frequency f
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PROBLEMS

For many of these problems, using spreadsheet software or the accompanying software will facilitate

solution.

7.1 Convert the analog voltage E(t) ¼ 2 sin 4pt mV into a discrete time signal. Specifically, use sample

time increments of (a) 1/8 second, (b) 1/5 second, (c) 1/3 second, and (d) 1/21 second, and use a data

set of 128 points. Plot 4 seconds of each series as a function of time. Discuss apparent differences

between the discrete representations of the analog signal.

7.2 For the analog voltage E(t) ¼ 2 sin 4pt mV sampled at time increments of (a) 1/8 second,

(b) 1/5 second, (c) 1/3 second, and (d) 1/21 second, you are to compute the DFT for each. Use a data

set of 128 points. Discuss apparent differences.

7.3 An analog signal has the form E(t) ¼ 4 sin 8pt (V). Compute the DFT at sample rates of 4 Hz and

16 Hz. Use a data set of 256 points. Discuss and compare your results.

7.4 Determine the alias frequency that results from sampling f1 at sample rate fs:

a. f1 ¼ 60 Hz; fs ¼ 90 Hz c. f1 ¼ 10 Hz; fs ¼ 6 Hz

b. f1 ¼ 1.2 kHz; fs ¼ 2 kHz d. f1 ¼ 16 Hz; fs ¼ 8 Hz

7.5 A particular data-acquisition system is used to convert the analog signal E(t) ¼ (sin 2pt þ
2 sin 8pt) V into a discrete time signal using a sample rate of 16 Hz. Build the discrete time

signal and from that use the Fourier transform to reconstruct the Fourier series.

7.6 Consider the continuous signal found in Example 2.3. What would be an appropriate sample rate and

sample period to use in sampling this signal if the resulting discrete series must have a size of 2M,

where M is an integer and the signal is to be filtered at and above 2 Hz?

7.7 Convert the analog signal E(t) ¼ (4 þ 2 sin 4pt þ 3 sin 16pt) V into a discrete time signal using

a sample rate of 32 Hz. Build the discrete time signal and its amplitude and phase spectra. Then try at

fs ¼ 16 Hz and at fs ¼ 40 Hz. Discuss results.

7.8 Convert the following straight binary numbers to positive integer base 10 numbers:

a. 1010 c. 10111011

b. 11111 d. 1100001

7.9 Convert: (a) 1100111.1101 (binary) into a base 10 number; (b) 4B2F into straight binary; (c) 278.632

(base 10) into straight binary.

7.10 Convert the following decimal (base 10) numbers into bipolar binary numbers using a twos

complement code:

a. 10 c. �247

b. �10 d. 1013

7.11 A computer does integer arithmetic in twos complement binary code. How is the largest positive

binary number represented in this code for an 8-bit byte? Add one to this number. What base 10

decimal numbers do these represent?

7.12 How is the largest negative binary number represented in twos complement code for an 8-bit byte.

Subtract one from this number. What base 10 decimal numbers do these represent?

7.13 List some possible sources of uncertainty in the dual-slope procedure for A/D conversion. Derive a

relationship between the uncertainty in the digital result and the slope of the integration process.

7.14 Compute the resolution and SNR for an M-bit A/D converter having a full-scale range of 	5 V. Let M

be 4, 8, 12, and 16.
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7.15 A 12-bit A/D converter having an EFSR ¼ 5 V has a relative accuracy of 0.03% FS (full-scale).

Estimate its quantization error in volts. What is the total possible error expected in volts? What value

of relative uncertainty might be used for this device?

7.16 A 16-bit A/D converter has a full-scale range of þ10 V. What is the resolution of this A/D in volts? If

this A/D were used to measure temperature using a sensor having a sensitivity of 0.1 mV/
C, what is

the resolution in 
C?

7.17 An 8-bit single-ramp A/D converter with EFSR ¼ 10 Vuses a 2.5-MHz clock and a comparator having

a threshold voltage of 1 mV. Estimate:

a. The binary output when the input voltage is E ¼ 6.000 V; when E ¼ 6.035 V.

b. The actual conversion time for the 6.000-V input and average conversion times.

c. The resolution of the converter.

7.18 Compare the maximum conversion times of a 10-bit successive approximation A/D converter to a

dual-slope ramp converter if both use a 1-MHz clock and EFSR ¼ 10 V.

7.19 An 8-bit D/A converter shows an output of 3.58 V when straight binary 10110011 is applied. What is

the output voltage when 01100100 is applied?

7.20 A 0- to 10-V, 4-bit successive approximation A/D converter is used to measure an input voltage of 4.9 V.

a. Determine the binary representation and its analog approximation of the input signal. Explain

your answer in terms of the quantization error of the A/D converter.

b. If we wanted to ensure that the analog approximation be within 2.5 mVof the actual input voltage,

estimate the number of bits required of an A/D converter.

7.21 Discuss the trade-offs between resolution and conversion rate for successive approximation, ramp,

and parallel converters.

7.22 A 0- to 10-V, 10-bit A/D converter displays an output in straight binary code of 1010110111.

Estimate the input voltage to within 1 LSB.

7.23 A 	5-V, 8-bit A/D converter displays an output in twos-complement code of 10101011. Estimate the

input voltage to within 1 LSB.

7.24 A dual-slope A/D converter has 12-bit resolution and uses a 10-kHz internal clock. Estimate the

conversion time required for an output code equivalent to 201110.

7.25 How long does it take an 8-bit single ramp A/D converter using a 1-MHz clock to convert the number

17310?

7.26 A successive approximation A/D converter has a full-scale output of 0 to 10 V and uses an 8-bit

register. An input of 6.2 V is applied. Estimate the final register value.

7.27 A 12-bit A/D converter has a full-scale output of 0 to 10 V. A voltage measurement is performed, and

the register value is 010101001000. What is the value of the measured voltage?

7.28 The voltage from a 0- to 5-kg strain gauge balance scale is expected to vary from 0 to 3.50 mV. The

signal is to be recorded using a 12-bit A/D converter having a 	5-V range with the weight displayed

on a computer monitor. Suggest an appropriate amplifier gain for this situation.

7.29 An aircraft wing oscillates under wind gusts. The oscillations are expected to be at about 2 Hz. Wing-

mounted strain-gauge sensors are connected to a 	5-V, 12-bit A/D converter and data-acquisition

system to measure this. For each test block, 10 seconds of data are sampled.

a. Suggest an appropriate sample rate. Explain.

b. If the signal oscillates with an amplitude of 2 V, express the signal as a Fourier series,
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c. Based on (a) and (b), sketch a plot of the expected amplitude spectrum. What is the frequency

spacing on the abscissa? What is its Nyquist frequency?

7.30 An electrical signal from a transducer is sampled at 20,000 Hz using a 12-bit successive

approximation A/D converter. A total of 5 seconds of data are acquired and passed to computer

memory. How much 16-bit computer memory (in kbytes) is required?

7.31 How many data points can be sampled by passing a signal through a 12-bit parallel A/D converter and

stored in computer memory, if 8 MB of 32-bit computer memory is available? If the A/D converter uses

a 100-MHz clock and acquisition is by DMA, estimate the duration of signal that can be measured.

7.32 Select an appropriate sample rate and data number to acquire with minimal leakage the first five

terms of a square wave signal having a fundamental period of 1 second. Select an appropriate cutoff

frequency for an anti-alias filter. Hint: Approximate the square wave as a Fourier series.

7.33 A triangle wave with a period of 2 seconds can be expressed by the Fourier series

y tð Þ ¼
X

2D1ð1 � cos npÞ=np½ �cospnt n ¼ 1; 2; . . .

Specify an appropriate sample rate and data number to acquire the first seven terms with minimal

leakage. Select an appropriate cutoff frequency for an anti-alias filter.

7.34 Using Fourier transform software (or equivalent software), generate the amplitude spectrum for the

square wave of Problem 7.32.

7.35 Using Fourier transform software (or equivalent software), generate the amplitude spectrum for the

triangle wave of Problem 7.33. Use D1 ¼ 1 V.

7.36 A single-stage low-pass RC Butterworth filter with fc ¼ 100 Hz is used to filter an analog signal.

Determine the attenuation of the filtered analog signal at 10, 50, 75, and 200 Hz.

7.37 A three-stage LC Bessel filter with fc ¼ 100 Hz is used to filter an analog signal. Determine the

attenuation of the filtered analog signal at 10, 50, 75, and 200 Hz.

7.38 Design a cascading LC Butterworth low-pass filter that has a magnitude ratio flat to within 3 dB from

0 to 5 kHz but with an attenuation of at least 30 dB for all frequencies at and above 10 kHz.

7.39 Choose an appropriate cascading low-pass filter to remove a 500-Hz component contained within an

analog signal that is to be passed through an 8-bit A/D converter having 10-V range and 200-Hz

sample rate. Attenuate the component to within the A/D converter quantization error.

7.40 The voltage output from a J-type thermocouple referenced to 0
C is to be used to measure temperatures

from 50 to 70
C. The output voltages vary linearly over this range from 2.585 to 3.649 mV.

a. If the thermocouple voltage is input to a 12-bit A/D converter having a 	5-V range, estimate the

percent quantization error in the digital value.

b. If the analog signal can be first passed through an amplifier circuit, compute the amplifier gain

required to reduce the quantization error to 5% or less.

c. If the ratio of signal-to-noise level (SNR) in the analog signal is 40 dB, compute the magnitude of

the noise after amplification. Discuss the results of 7.40b in light of this.

7.41 Specify an appropriate 	5-V M-bit A/D converter (8- or 12-bit), sample rate (up to 100 Hz) and

signal conditioning to convert these analog signals into digital series. Estimate the quantization error

and dynamic error resulting from the system specified:

a. E(t) ¼ 2 sin 20pt V

b. E(t) ¼ 1.5 sin pt þ 20 sin 32pt � 3 sin (60pt þ p/4) V

c. P(t) ¼ � 10 sin 4pt þ 5 sin 8pt psi; K ¼ 0.4 V/psi
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7.42 The following signal is to be sampled using a 12-bit, 	5-V data-acquisition board

y tð Þ ¼ 4sin8ptþ 2sin20ptþ 3sin42pt

Select an appropriate sample rate and sample size that provide minimal spectral leakage.

7.43 A strain-gauge sensor is used with a bridge circuit and connected to a DAS as indicated in Figure

7.16. Estimate the range of offset nulling voltage available if the bridge excitation is 3.333 V, sensor

and bridge resistors are each at a nominal value of 120 V, and the adjustable trim potentiometer is

rated at 39 kV.

7.44 Design a low-pass Butterworth filter around a 10 Hz cutoff (�3 dB) frequency. The filter is to pass 95%

of signal magnitude at 5 Hz but no more than 10% at 20 Hz. Source and load impedances are 10 V.

7.45 A two-stage LC Butterworth filter with fc ¼ 100 Hz is used as an anti-alias filter for an analog signal.

Determine the signal attenuation experienced at 10, 50, 75, and 200 Hz.

The following problems make use of the accompanying software.

7.46 In the discussion of Figure 7.4, we point out the effects of sample rate and total sample period on the

reconstructed time signal and its amplitude spectrum. Use program Leakage.2 to duplicate Figure

7.4. Then develop a similar example (signal frequency, sample rate, and sample period) in which

fewer points and a slower sample rate lead to a better reconstruction in both time and frequency

domains. Incidentally, for a fixed sample rate, you can increment N and watch the acquired waveform

develop such that the leakage decreases to zero as the acquired signal reaches an exact integer period

of the waveform. For a fixed N, the same can be shown for changes in sample rate.

7.47 Using program Aliasing, solve Example 7.1 to find the alias frequency. Observe the plot of the

original and the acquired signal, as well as the amplitude spectrum. Decrement the signal frequency

1 Hz at a time until it is within the region where there no longer is aliasing. Based on these

observations, discuss how the acquired time signal changes and how this is related to aliasing.

7.48 Use program Aliasing to understand the folding diagram of Figure 7.3. For a sample rate of 20 Hz,

vary the signal frequency over its full range. Determine the frequencies corresponding to fN, 2fN, 3fN,

and 4fN on Figure 7.3. Determine the alias frequencies corresponding to 1.6fN, 2.1fN, 2.6fN, and 3.2fN.

7.49 Using program Signal generation, examine the rule that when exact discrete representations are not

possible, a sample rate of at least five to ten times the maximum signal frequency gives adequate

approximation. Select a sine wave of 2 Hz and discuss the acquired waveform as the sample rate is

increased incrementally from a low to a high value. At what sample rate does the signal look like a

sine wave? Compare with the corresponding frequency and amplitude content from the amplitude

spectrum. Write up a short discussion of your observations and conclusions.

7.50 Program Leakage.2 samples a single frequency signal at a user-defined sample rate and period.

Describe how sample period corresponds to the length of the signal measured and how this affects

leakage in the amplitude spectrum. Does frequency resolution matter?

7.51 The image file with the companion software coins.jpg is the original color photograph of the coins

used in Figures 7.30 through 7.34. The image file graycoins.jpg is the corresponding grayscale

image. Using the Matlab commands IMREAD, IMSHOW, IM2BW, and EDGE reproduce the results

in Figures 7.30 through 7.34.

7.52 Using an image you download from the Internet or acquire with your own camera, create a grayscale

image and employ edge detection to process the image. Explore the effects of the gradient threshold

value on the quality of the edge detection. Create a binary image and repeat the process.
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Chapter 8

Temperature Measurements

8.1 INTRODUCTION

Temperature is one of the most commonly used and measured engineering variables. Much of our

lives is affected by the diurnal and seasonal variations in ambient temperature, but the fundamental

scientific definition of temperature and a scale for the measurement of temperature are not

commonly understood. This chapter explores the establishment of a practical temperature scale

and common methods of temperature measurement. In addition, errors associated with the design

and installation of a temperature sensor are discussed.

Upon completion of this chapter, the reader will be able to

� describe the primary standards for temperature,

� state the role of fixed point calibration and the necessity for an interpolation method in

establishing a temperature standard,

� describe and analyze thermal expansion thermometry,

� state the physical principle underlying electrical resistance thermometry,

� employ standard relationships to determine temperature from resistance devices,

� analyze thermoelectric circuits designed to measure temperature,

� describe experiments to determine thermoelectric potential for material pairs,

� state the principles employed in radiation temperature measurements, and

� estimate the impact of loading errors in temperature measurement.

Historical Background

Guillaume Amontons (1663–1705), a French scientist, was one of the first to explore the

thermodynamic nature of temperature. His efforts examined the behavior of a constant volume

of air that was subject to temperature changes. The modern liquid-in-glass bulb thermometer

traces its origin to Galileo (1565–1642), who attempted to use the volumetric expansion of

liquids in tubes as a relative measure of temperature. Unfortunately, this open tube device was

actually sensitive to both barometric pressure and temperature changes. A major advance in

temperature measurement occurred in 1630 as a result of a seemingly unrelated event: the
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development of the technology to manufacture capillary glass tubes. These tubes were then

used with water and alcohol in a thermometric device resembling the bulb thermometer, and

these devices eventually led to the development of a practical temperature-measuring

instrument.

A temperature scale proposed by Gabriel D. Fahrenheit, a German physicist (1686–1736), in

1715 attempted to incorporate body temperature as the median point on a scale having 180 divisions

between the freezing point and the boiling point of water. Fahrenheit also successfully used mercury

as the liquid in a bulb thermometer, making significant improvements over the attempts of Ismael

Boulliau in 1659. In 1742, the Swedish astronomer Anders Celsius1 (1701–1744) described a

temperature scale that divided the interval between the boiling and freezing points of water at 1 atm

pressure into 100 equal parts. The boiling point of water was fixed as 0, and the freezing point of

water as 100. Shortly after Celsius’s death, Carolus Linnaeus (1707–1778) reversed the scale so that

the 0 point corresponded to the freezing point of water at 1 atm. Even though this scale may not have

been originated by Celsius (1), in 1948 the change from degrees centigrade to degrees Celsius was

officially adopted.

As stated by H. A. Klein in The Science of Measurement: A Historical Survey (2),

From the original thermoscopes of Galileo and some of his contemporaries, the measurement of

temperature has pursued paths of increasing ingenuity, sophistication and complexity. Yet temperature

remains in its innermost essence the average molecular or atomic energy of the least bits making up

matter, in their endless dance. Matter without motion is unthinkable. Temperature is the most

meaningful physical variable for dealing with the effects of those infinitesimal, incessant internal motions

of matter.

8.2 TEMPERATURE STANDARDS AND DEFINITION

Temperature can be loosely described as the property of an object that describes its hotness

or coldness, concepts that are clearly relative. Our experiences indicate that heat transfer tends

to equalize temperature, or more precisely, systems that are in thermal communication

eventually have equal temperatures. The zeroth law of thermodynamics states that two

systems in thermal equilibrium with a third system are in thermal equilibrium with each

other. Thermal equilibrium implies that no heat transfer occurs between the systems, defining

the equality of temperature. Although the zeroth law of thermodynamics essentially provides

the definition of the equality of temperature, it provides no means for defining a

temperature scale.

A temperature scale provides for three essential aspects of temperature measurement: (1) the

definition of the size of the degree, (2) fixed reference points for establishing known temperatures,

and (3) a means for interpolating between these fixed temperature points. These provisions are

consistent with the requirements for any standard, as described in Chapter 1.

1 It is interesting to note that in addition to his work in thermometry, Celsius published significant papers on the aurora

borealis and the falling level of the Baltic Sea.
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Fixed Point Temperatures and Interpolation

To begin, consider the definition of the triple point of water as having a value of 0.01 for our

temperature scale, as is done for the Celsius scale (0.01�C). This provides for an arbitrary starting

point for a temperature scale; in fact, the number value assigned to this temperature could be

anything. On the Fahrenheit temperature scale it has a value very close to 32. Consider another fixed

point on our temperature scale. Fixed points are typically defined by phase-transition temperatures

or the triple point of a pure substance. The point at which pure water boils at one standard

atmosphere pressure is an easily reproducible fixed temperature. For our purposes let’s assign this

fixed point a numerical value of 100.

The next problem is to define the size of the degree. Since we have two fixed points on our

temperature scale, we can see that the degree is 1/100th of the temperature difference between the

ice point and the boiling point of water at atmospheric pressure.

Conceptually, this defines a workable scale for the measurement of temperature; however, as yet

we have made no provision for interpolating between the two fixed-point temperatures.

Interpolation

The calibration of a temperature measurement device entails not only the establishment of fixed

temperature points but also the indication of any temperature between fixed points. The operation of

a mercury-in-glass thermometer is based on the thermal expansion of mercury contained in a glass

capillary where the level of the mercury is read as an indication of the temperature. Imagine that we

submerged the thermometer in water at the ice point, made a mark on the glass at the height of the

column of mercury, and labeled it 0�C, as illustrated in Figure 8.1. Next we submerged the

thermometer in boiling water, and again marked the level of the mercury, this time labeling it 100�C.

Using reproducible fixed temperature points we have calibrated our thermometer at two points;

however, we want to be able to measure temperatures other than these two fixed points. How can we

determine the appropriate place on the thermometer to mark, say, 50�C?

The process of establishing 50�C without a fixed-point calibration is called interpolation. The

simplest option would be to divide the distance on the thermometer between the marks representing

Fixed point:
boiling point (1 atm)

Fixed point:
freezing point (1 atm)

Interpolated point

100

50

0

L
2

L

Figure 8.1 Calibration and interpolation for a liquid-in-glass thermometer.
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0 and 100 into equally spaced degree divisions. This places 50�C as shown in Figure 8.1. What

assumption is implicit in this method of interpolation? It is obvious that we do not have enough

information to appropriately divide the interval between 0 and 100 on the thermometer into degrees.

A theory of the behavior of the mercury in the thermometer or many fixed points for calibration are

necessary to resolve our dilemma.

Even by the late eighteenth century, there was no standard for interpolating between fixed points

on the temperature scale; the result was that different thermometers indicated different temperatures

away from fixed points, sometimes with surprisingly large errors.

Temperature Scales and Standards

At this point, it is necessary to reconcile this arbitrary temperature scale with the idea of absolute

temperature. Thermodynamics defines a temperature scale that has an absolute reference, and

defines an absolute zero for temperature. For example, this absolute temperature governs the energy

behavior of an ideal gas, and is used in the ideal gas equation of state. The behavior of real gases at

very low pressure may be used as a temperature standard to define a practical measure of

temperature that approximates the thermodynamic temperature. The unit of degrees Celsius

(�C) is a practical scale related to the Kelvin as �C ¼ K� 273.15.

The modern engineering definition of the temperature scale is provided by a standard called the

International Temperature Scale of 1990 (ITS-90) (3). This standard establishes fixed points for

temperature, and provides standard procedures and devices for interpolating between fixed points. It

establishes the Kelvin (K) as the unit for the fundamental increment in temperature. Temperatures

established according to ITS-90 do not deviate from the thermodynamic temperature scale by more

than the uncertainty in the thermodynamic temperature at the time of adoption of ITS-90. The

primary fixed points from ITS-90 are shown in Table 8.1. In addition to these fixed points, other

fixed points of secondary importance are available in ITS-90.

Table 8.1 Temperature Fixed Points as Defined by ITS-90

Temperaturea

Defining Suite K �C

Triple point of hydrogen 13.8033 �259.3467

Liquid–vapor equilibrium for hydrogen at 25/76 atm �17 ��256.15

Liquid–vapor equilibrium for hydrogen at 1 atm �20.3 ��252.87

Triple point of neon 24.5561 �248.5939

Triple point of oxygen 54.3584 �218.7916

Triple point of argon 83.8058 �189.3442

Triple point of water 273.16 0.01

Solid–liquid equilibrium for gallium at 1 atm 302.9146 29.7646

Solid–liquid equilibrium for tin at 1 atm 505.078 231.928

Solid–liquid equilibrium for zinc at 1 atm 692.677 419.527

Solid–liquid equilibrium for silver at 1 atm 1234.93 961.78

Solid–liquid equilibrium for gold at 1 atm 1337.33 1064.18

Solid–liquid equilibrium for copper at 1 atm 1357.77 1084.62

asignificant digits shown are as provided in ITS-90.
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Standards for Interpolation

Along with the fixed temperature points established by ITS-90, a standard for interpolation between

these fixed points is necessary. Standards for acceptable thermometers and interpolating equations

are provided in ITS-90. For temperatures ranging from 13.8033 to 1234.93 K, ITS-90 establishes a

platinum resistance thermometer as the standard interpolating instrument, and establishes interpo-

lating equations that relate temperature to resistance. Above 1234.93 K, temperature is defined in

terms of blackbody radiation, without specifying an instrument for interpolation (3).

In summary, temperature measurement, a practical temperature scale, and standards for fixed

points and interpolation have evolved over a period of about two centuries. Present standards for

fixed-point temperatures and interpolation allow for practical and accurate measurements of

temperature. In the United States, the National Institute of Standards and Technology (NIST)

provides for a means to obtain accurately calibrated platinum wire thermometers for use as

secondary standards in the calibration of a temperature measuring system to any practical level

of uncertainty.

8.3 THERMOMETRY BASED ON THERMAL EXPANSION

Most materials exhibit a change in size with changes in temperature. Since this physical

phenomenon is well defined and repeatable, it is useful for temperature measurement. The

liquid-in-glass thermometer and the bimetallic thermometer are based on this phenomenon.

Liquid-in-Glass Thermometers

A liquid-in-glass thermometer measures temperature by virtue of the thermal expansion of a liquid.

The construction of a liquid-in-glass thermometer is shown in Figure 8.2. The liquid is contained in a

glass structure that consists of a bulb and a stem. The bulb serves as a reservoir and provides

sufficient fluid for the total volume change of the fluid to cause a detectable rise of the liquid in the

Capillary

Immersion
level

Immersion
level

Immersion
level

CompleteTotal

Immersion type

Partial

Stem

Bulb
Figure 8.2 Liquid-in-glass thermometers.
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stem of the thermometer. The stem contains a capillary tube, and the difference in thermal expansion

between the liquid and the glass produces a detectable change in the level of the liquid in the glass

capillary. Principles and practices of temperature measurement using liquid-in-glass thermometers

are described elsewhere (4).

During calibration, such a thermometer is subject to one of three measuring environments:

1. For a complete immersion thermometer, the entire thermometer is immersed in the

calibrating temperature environment or fluid.

2. For a total immersion thermometer, the thermometer is immersed in the calibrating

temperature environment up to the liquid level in the capillary.

3. For a partial immersion thermometer, the thermometer is immersed to a predetermined

level in the calibrating environment.

For the most accurate temperature measurements, the thermometer should be immersed in the same

manner in use as it was during calibration.2

Temperature measurements using liquid-in-glass thermometers can provide uncertainies as low

as 0.01�C under very carefully controlled conditions; however, extraneous variables such as

pressure and changes in bulb volume over time can introduce significant errors in scale calibration.

For example, pressure changes increase the indicated temperature by approximately 0.1�C per

atmosphere (6). Practical measurements using liquid-in-glass thermometers typically result in total

uncertainties that range from 0.2 to 2�C, depending on the specific instrument.

Mercury-in-glass thermometers have limited engineering applications, but do provide reliable,

accurate temperature measurement. As such, they are often used as a local standard for calibration of

other temperature sensors.

Bimetallic Thermometers

The physical phenomenon employed in a bimetallic temperature sensor is the differential thermal

expansion of two metals. Figure 8.3 shows the construction and response of a bimetallic sensor to an

input signal. The sensor is constructed by bonding two strips of different metals, A and B. The

resulting bimetallic strip may be in a variety of shapes, depending on the particular application.

Consider the simple linear construction shown in Figure 8.3. At the assembly temperature, T1, the

bimetallic strip is straight; however, for temperatures other than T1 the strip has a curvature. The

physical basis for the relationship between the radius of curvature and temperature is given as

rc / d

Cað ÞA � Cað ÞB
� �

T2 � T1ð Þ ð8:1Þ

where

rc ¼ radius of curvature

Ca¼ material thermal expansion coefficient

T¼ temperature

d¼ thickness

2 In practice, it may not be possible to employ the thermometer in exactly the same way as when it was calibrated. In this

case, stem corrections can be applied to the temperature reading (5).
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Bimetallic strips employ one metal having a high coefficient of thermal expansion with another

having a low coefficient, providing increased sensitivity. Invar is often used as one of the metals,

since for this material Ca ¼ 1:7 � 10�8 m=m�C, as compared to typical values for other metals,

such as steels, which range from approximately 2 � 10�5 to 20 � 10�5 m=m�C.

The bimetallic sensor is used in temperature control systems, and is the primary element in most

dial thermometers and many thermostats. The geometries shown in Figure 8.3 serve to provide the

desired deflection in the bimetallic strip for a given application. Dial thermometers using a

bimetallic strip as their sensing element typically provide temperature measurements with uncer-

tainties of �1�C.

8.4 ELECTRICAL RESISTANCE THERMOMETRY

As a result of the physical nature of the conduction of electricity, electrical resistance of a conductor

or semiconductor varies with temperature. Using this behavior as the basis for temperature

measurement is extremely simple in principle, and leads to two basic classes of resistance

thermometers: resistance temperature detectors (conductors) and thermistors (semiconductors).

Resistance temperature detectors (RTDs) may be formed from a solid metal wire that exhibits an

increase in electrical resistance with temperature. Depending on the materials selected, the

resistance may increase or decrease with temperature. As a first-order approximation, the resistance

change of a thermistor may be expressed as

R� R0 ¼ k T � T0ð Þ ð8:2Þ
where k is termed the temperature coefficient. A thermistor may have a positive temperature

coefficient (PTC) or a negative temperature coefficient (NTC). Figure 8.4 shows resistance as a

function of temperature for a variety of conductor and semiconductor materials used to measure

temperature. The PTC materials are metals or alloys and the NTC materials are semiconductors.

Cryogenic temperatures are included in this figure, and germanium is clearly an excellent choice for

low temperature measurement because of its large sensitivity.

d

Helix

Metal A

Metal A

Metal B

Metal B

Bonded at
temperature T1

At temperature
T2

T2 T1

(C )A (C )B

Spiral

End position changes with temperature

End position rotates with temperature

rc

Figure 8.3 Expansion thermometry using bimetallic materials: strip, spiral, and helix forms.
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Resistance Temperature Detectors

In the case of a resistance temperature detector (RTD),3 the sensor is generally constructed by

mounting a metal wire on an insulating support structure to eliminate mechanical strains, and by

encasing the wire to prevent changes in resistance due to influences from the sensor’s environment,

such as corrosion. Figure 8.5 shows such a typical RTD construction.

Mechanical strain changes a conductor’s resistance and must be eliminated if accurate

temperature measurements are to be made. This factor is essential because the resistance changes

with mechanical strain are significant, as evidenced by the use of metal wire as sensors for the direct

measurement of strain. Such mechanical stresses and resulting strains can be created by thermal

expansion. Thus, provision for strain-free expansion of the conductor as its temperature changes is

essential in the construction of an RTD. The support structure also expands as the temperature of the

RTD increases, and the construction allows for strain-free differential expansion.

3 The term RTD in this context refers to metallic PTC resistance sensors.
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Figure 8.4 Resistance as a function of temperature for selected materials used as temperature sensors.

(Adapted from Yeager, C. J. and S. S. Courts, A Review of Cryogenic Thermometry and Common Temperature

Sensors, IEEE Sensors Journal, 1 (4), 2001.)
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The physical basis for the relationship between resistance and temperature is the temperature

dependence of the resistivity re of a material. The resistance of a conductor of length l and cross-

sectional area Ac may be expressed in terms of the resistivity re as

R ¼ rel

Ac

ð8:3Þ

The relationship between the resistance of a metal conductor and its temperature may also be

expressed as the polynomial expansion:

R ¼ R0 1 þ a T � T0ð Þ þ b T � T0ð Þ2 þ � � �
h i

ð8:4Þ

where R0 is a reference resistance measured at temperature T0. The coefficients a,b, . . . are

material constants. Figure 8.6 shows the relative relation between resistance and temperature for

three common metals. This figure provides evidence that the relationship between temperature and

resistance over specific small temperature ranges is linear. This approximation can be expressed as

R ¼ R0 1 þ a T � T0ð Þ½ 	 ð8:5Þ
where a is the temperature coefficient of resistivity. For example, for platinum conductors the linear

approximation is accurate to within an uncertainty of �0.3% over the range 0–200�C and �1.2%

over the range 200–800�C. Table 8.2 lists a number of temperature coefficients of resistivity a for

materials at 20�C.

3
8

Evacuated
space

Mica cross form
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l

Figure 8.5 Construction of a platinum RTD. (From Benedict, R. P., Fundamentals of Temperature, Pressure,

and Flow Measurements, 3rd ed. Copyright # 1984 by John Wiley and Sons, New York.)
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Platinum Resistance Temperature Device (RTD)

Platinum is the most common material chosen for the construction of RTDs. The principle of

operation is quite simple: platinum exhibits a predictable and reproducible change in electrical

resistance with temperature, which can be calibrated and interpolated to a high degree of accuracy.

The linear approximation for the relationship between temperature and resistance is valid over

a wide temperature range, and platinum is highly stable. To be suitable for use as a secondary

temperature standard, a platinum resistance thermometer should have a value of a not less than

0.003925�C�1. This minimum value is an indication of the purity of the platinum. In general, RTDs

may be used for the measurement of temperatures ranging from cryogenic to approximately 650�C.
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Figure 8.6 Relative resistance of

three pure metals (R0 at 0�C).

Table 8.2 Temperature Coefficient of Resistivity

for Selected Materials at 20�C

Substance a [�C�1]

Aluminum (Al) 0.00429

Carbon (C) �0.0007

Copper (Cu) 0.0043

Gold (Au) 0.004

Iron (Fe) 0.00651

Lead (Pb) 0.0042

Nickel (Ni) 0.0067

Nichrome 0.00017

Platinum (Pt) 0.003927

Tungsten (W) 0.0048
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By properly constructing an RTD, and correctly measuring its resistance, an uncertainty in tempera-

ture measurement as low as �0.005�C is possible. Because of this potential for low uncertainties and

the predictable and stable behavior of platinum, the platinum RTD is widely used as a local standard.

For an NIST-certified RTD, a table and interpolating equation would be provided.

Resistance Temperature Device Resistance Measurement

The resistance of an RTD may be measured by a number of means, and the choice of an

appropriate resistance measuring device must be made based on the required level of uncertainty

in the final temperature measurement. Conventional ohmmeters cause a small current to flow

during resistance measurements, creating self-heating in the RTD. An appreciable temperature

change of the sensor may be caused by this current, in effect causing a loading error. This is an

important consideration for RTDs.

Bridge circuits, as described in Chapter 6, are used to measure the resistance of RTDs to

minimize loading errors and provide low uncertainties in measured resistance values. Wheatstone

bridge circuits are commonly used for these measurements. However, the basic Wheatstone bridge

circuit does not compensate for the resistance of the leads in measuring the resistance of an RTD,

which is a major source of error in electrical resistance thermometers. When greater accuracies are

required, three-wire and four-wire bridge circuits are used. Figure 8.7a shows a three-wire

Callendar-Griffiths bridge circuit. The lead wires numbered 1, 2, and 3 have resistances

r1; r2; and r3, respectively. At balanced conditions neglecting lead wire effects,

R1

R2

¼ R3

RRTD

ð8:6Þ

but with the lead wire resistances included in the circuit analysis,

R1

R2

¼ R3 þ r1

RRTD þ r3

ð8:7Þ
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Figure 8.7 Bridge circuits. (a) Callender-Griffiths 3-wire bridge; (b) and (c) Mueller 4-wire bridge. An average

of the readings in (b) and (c) eliminates the effect of lead wire resistances.
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and with R1 ¼ R2, the resistance of the RTD, RRTD, can be found as

RRTD ¼ R3 þ r1 � r3 ð8:8Þ
If r1 ¼ r3, the effect of these lead wires is eliminated from the determination of the RTD resistance

by this bridge circuit. Note that the resistance of lead wire 2 does not contribute to any error in the

measurement at balanced conditions, since no current flows through the galvanometer G.

The four-wire Mueller bridge, as shown in Figure 8.7b,c, provides increased compensation for

lead-wire resistances compared to the Callendar-Griffiths bridge and is used with four-wire RTDs.

The four-wire Mueller bridge is typically used when low uncertainties are desired, as in cases where

the RTD is used as a laboratory standard. A circuit analysis of the bridge circuit in the first

measurement configuration, Figure 8.7b, yields

RRTD þ r3 ¼ R3 þ r1 ð8:9Þ
and in the second measurement configuration, Figure 8.7c, yields

RRTD þ r1 ¼ R
0
3 þ r3 ð8:10Þ

where R3 and R
0
3 represent the indicated values of resistance in the first and second configurations,

respectively. Adding Equations 8.8 and 8.9 results in an expression for the resistance of the RTD in

terms of the indicated values for the two measurements:

RRTD ¼ R3 þ R
0
3

2
ð8:11Þ

With this approach, the effect of variations in lead wire resistances is essentially eliminated.

Example 8.1

An RTD forms one arm of an equal-arm Wheatstone bridge, as shown in Figure 8.8. The fixed

resistances, R2 and R3 are equal to 25 V. The RTD has a resistance of 25 V at a temperature of 0�C
and is used to measure a temperature that is steady in time.

The resistance of the RTD over a small temperature range may be expressed, as in Equation 8.5:

RRTD ¼ R0 1 þ a T � T0ð Þ½ 	

R2

R1

R3

Ei

G

RTD
RRTD

Figure 8.8 RTD Wheatstone bridge arrangement.
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Suppose the coefficient of resistance for this RTD is 0.003925�C�1. A temperature measurement

is made by placing the RTD in the measuring environment and balancing the bridge by adjusting R1.

The value of R1 required to balance the bridge is 37:36 V. Determine the temperature of the RTD.

KNOWN Rð0�CÞ ¼ 25V
a ¼ 0:003925�C�1

R1 ¼ 37:36 V (when bridge is balanced)

FIND The temperature of the RTD.

SOLUTION The resistance of the RTD is measured by balancing the bridge; recall that in a

balanced condition

RRTD ¼ R1

R3

R2

The resistance of the RTD is measured to be 37:36 V. With R0 ¼ 25 V at T ¼ 0�C and

a ¼ 0:003925�C�1, Equation 8.5 becomes

37:36 V ¼ 25 1 þ aTð ÞV
The temperature of the RTD is 126�C.

Example 8.2

Consider the bridge circuit and RTD of Example 8.1. To select or design a bridge circuit for

measuring the resistance of the RTD in this example, the required uncertainty in temperature would

be specified. If the required uncertainty in the measured temperature is 
 0:5�C, would a 1% total

uncertainty in each of the resistors that make up the bridge be acceptable? Neglect the effects of lead

wire resistances for this example.

KNOWN A required uncertainty in temperature of �0.5�C, measured with the RTD and bridge

circuit of Example 8.1.

FIND The uncertainty in the measured temperature for a 1% total uncertainty in each of the

resistors that make up the bridge circuit.

ASSUMPTION All uncertainties are provided and evaluated at the 95% confidence level.

SOLUTION Perform a design-stage uncertainty analysis. Assuming at the design stage that the

total uncertainty in the resistances is 1%, then with initial values of the resistances in the bridge

equal to 25 V, the design-stage uncertainties are set at

uR1
¼ uR2

¼ uR3
¼ 0:01ð Þ 25ð Þ ¼ 0:25 V

The root-sum-squares (RSS) method is used to estimate the propagation of uncertainty in each

resistor to the uncertainty in determining the RTD resistance by

uRTD ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
qR
qR1

uR1

� �2

þ qR
qR2

uR2

� �2 qR
qR3

uR3

� �2
s
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where

R ¼ RRTD ¼ R1R3

R2

and we assume that the uncertainties are not correlated. Then, the design-stage uncertainty in the

resistance of the RTD is

uRTD ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R3

R2

uR1

� �2

þ �R1R3

R2
2

uR2

� �2

þ R1

R2

uR3

� �2
s

uRTD ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 � 0:25ð Þ2 þ 1 ��0:25ð Þ2 þ 1 � 0:25ð Þ2

q
¼ 0:433 V

To determine the uncertainty in temperature, we know

R ¼ RRTD ¼ R0 1 þ a T � T0ð Þ½ 	
and

uT ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
qT
qR

uRTD

� �2
s

Setting T0 ¼ 0�C with R0 ¼ 25 V, and neglecting uncertainties in T0, a, and R0, we have

qT
qR

¼ 1

aR0

1

aR0

¼ 1

0:003925�C�1
	 


25 Vð Þ
Then the design-stage uncertainty in temperature is

uT ¼ uRTD

qT
qR

� �
¼ 0:433 V

0:098 V=�C
¼ 4:4�C

The desired uncertainty in temperature is not achieved with the specified levels of uncertainty in the

pertinent variables.

COMMENT Uncertainty analysis, in this case, would have prevented performing a measure-

ment that would not provide acceptable results.

Example 8.3

Suppose the total uncertainty in the bridge resistances of Example 8.1 was reduced to 0.1%. Would

the required level of uncertainty in temperature be achieved?

KNOWN The uncertainty in each of the resistors in the bridge circuit for temperature

measurement from Example 8.1 is �0.1%.

FIND The resulting uncertainty in temperature.

SOLUTION The uncertainty analysis from the previous example may be directly applied, with

the uncertainty values for the resistances appropriately reduced. The uncertainties for the resistances
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are reduced from 0.25 to 0.025, yielding

uRTD ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 � 0:025ð Þ2 þ 1 ��0:025ð Þ2 þ 1 � 0:025ð Þ2

q
¼ 0:0433 V

and the resulting 95% uncertainty interval in temperature is �0.44�C, which satisfies the design

constraint.

COMMENT This result provides confidence that the effect of the resistors’ uncertainties will not

cause the uncertainty in temperature to exceed the target value. However, the uncertainty in temperature

also depends on other aspects of the measurement system. The design-stage uncertainty analysis

performed in this example may be viewed as ensuring that the factors considered do not produce a

higher than acceptable uncertainty level.

Practical Considerations

The transient thermal response of typical commercial RTDs is generally quite slow compared with other

temperature sensors, and for transient measurements bridge circuits must be operated in a deflection

mode or use expensive auto-balancing circuits. For these reasons, RTDs are not generally chosen for

transient temperature measurements. A notable exception is the use of very small platinum wires and

films for temperature measurements in noncorrosive flowing gases. In this application, wires having

diameters on the order of 10mm can have frequency responses higher than any other temperature sensor,

because of their extremely low thermal capacitance. Obviously, the smallest impact would destroy this

sensor. Other resistance sensors in the form of thin metallic films provide fast transient response

temperature measurements, often in conjunction with anemometry or heat flux measurements. Such

metallic films are constructed by depositing a film, commonly of platinum, onto a substrate and coating

the film with a ceramic glass for mechanical protection (7). Typical film thickness ranges from 1 to 2mm,

with a 10-mm protective coating. Continuous exposure at temperatures of 600�C is possible with this

construction. Some practical uses for film sensors include temperature control circuits for heating

systems and cooking devices and surface temperature monitoring on electronic components subject to

overheating. Uncertainty levels range from about �0.1 to 2�C.

Thermistors

Thermistors (from thermally sensitive resistors) are ceramic-like semiconductor devices. The

most common thermistors are NTC, and the resistance of these thermistors decreases rapidly

with temperature, which is in contrast to the small increases of resistance with temperature for

RTDs.

Equation 8.2 is too simple to accurately describe resistance changes over practical temperature

ranges; a more accurate functional relationship between resistance and temperature for a thermistor

is generally assumed to be of the form

R ¼ R0e
b 1=T�1=T0ð Þ ð8:12Þ

The parameter b ranges from 3500 to 4600 K, depending on the material, temperature, and

individual construction for each sensor, and therefore must be determined for each thermistor.

Figure 8.9 shows the variation of resistance with temperature for two common thermistor materials;
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the ordinate is the ratio of the resistance to the resistance at 25�C. Thermistors exhibit large

resistance changes with temperature in comparison to typical RTD as indicated by comparison of

Figures 8.6 and 8.9. Equation 8.12 is not accurate over a wide range of temperature, unless b is taken

to be a function of temperature; typically the value of b specified by a manufacturer for a sensor is

assumed to be constant over a limited temperature range. A simple calibration is possible for

determining b as a function of temperature, as illustrated in the circuits shown in Figure 8.10. Other

circuits and a more complete discussion of measuring b may be found in the Electronic Industries

Association standard Thermistor Definitions and Test Methods (8).

0 50 100 150 200 250 300
T, temperature [ C]

Thermistor Resistance

R
(T

)/
R

(2
5

C
)

0.001

0.01

0.1

1

10

= 3395 K

= 3900 K

Figure 8.9 Representative thermistor re-

sistance variations with temperature.

R1

Thermister
Voltage

Current

(a)

T

(b)

E1

E1

Ei

Ei

RT

RT

A

RV

T

Figure 8.10 Circuits for determining b for thermistors. (a) Voltage divider method:

RT ¼ R1 Ei=E1 � 1ð Þ. Note: Both R1 and Ei must be known values. The value of R1 may be

varied to achieve appropriate values of thermistor current. (b) Volt-ammeter method.

Note: Both current and voltage are measured.
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Thermistors are generally used when high sensitivity, ruggedness, or fast response times are

required (9). Thermistors are often encapsulated in glass, and thus can be used in corrosive or abrasive

environments. The resistance characteristics of the semiconductor material may change at elevated

temperatures, and some aging of a thermistor occurs at temperatures above 200� C. The high resistance

of a thermistor, compared to that of an RTD, eliminates the problems of lead wire resistance

compensation.

A commonly reported specification of a thermistor is the zero-power resistance and dissipation

constant. The zero-power resistance of a thermistor is the resistance value of the thermistor with no

flow of electric current. The zero power resistance should be measured such that a decrease in the

current flow to the thermistor results in not more than a 0.1% change in resistance. The dissipation

constant for a thermistor is defined at a given ambient temperature as

d ¼ P

T � T1
ð8:13Þ

where

d¼ dissipation constant

P¼ power supplied to the thermistor

T, T1¼ thermistor and ambient temperatures, respectively

Example 8.4

The output of a thermistor is highly nonlinear with temperature, and there is often a benefit to

linearizing the output through appropriate circuit, whether active or passive. In this example

we examine the output of an initially balanced bridge circuit where one of the arms contains a

thermistor. Consider a Wheatstone bridge as shown in Figure 8.8, but replace the RTD with a

thermistor having a value of R0 ¼ 10; 000 V with b ¼ 3680 K. Here we examine the output of the

circuit over two temperature ranges: (a) 25–325�C, and (b) 25–75�C.

KNOWN AWheatstone bridge where R2 ¼ R3 ¼ R4 ¼ 10; 000 V and where R1 is a thermistor.

FIND The output of the bridge circuit as a function of temperature.

SOLUTION The fundamental relationship between resistances in a Wheatstone bridge and the

normalized output voltage is provided in Equation 6.14:

Eo

Ei

¼ R1

R1 þ R2

� R3

R3 þ R4

� �
ð6:14Þ

And the resistance of the thermistor is

R ¼ Roe
bð1=T�1=ToÞ

Substituting in Equation 6.14 for R1 yields

Eo

Ei

¼ Roe
b 1=T�1=Toð Þ

Roeb 1=T�1=Toð Þ þ R2

� R3

R3 þ R4

� �
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Figure 8.11a is a plot of this function over the range 25� to 325�C. Clearly the sensitivity of the

circuit to changes in temperature greatly diminishes as the temperature increases above 100�C, with

an asymptotic value of 0.5. Figure 8.11b shows the behavior over the restricted range 25� to 75�C; a

linear curve fit is also shown for comparison. Over this range of temperature, assuming a linear

relationship between normalized output and temperature would be suitable for many applications

provided that the accompanying linearity error is acceptable.
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Figure 8.11 Normalized bridge output voltage as a function of temperature with a thermistor as the

temperature sensor: (a) 25� to 325�C, (b) 25� to 75�C.
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Example 8.5

The material constant b is to be determined for a particular thermistor using the circuit shown in

Figure 8.10a. The thermistor has a resistance of 60 kV at 25�C. The reference resistor in the circuit,

R1, has a resistance of 130:5 kV. The dissipation constant d is 0.09 mW/�C. The voltage source used

for the measurement is constant at 1.564 V. The thermistor is to be used at temperatures ranging

from 100 to 150�C. Determine the value of b.

KNOWN The temperature range of interest is from 100� to 150�C.

R0 ¼ 60; 000 V; T0 ¼ 25�C
Ei ¼ 1:564 V; d ¼ 0:09 mW=�C; R1 ¼ 130:5 kV

FIND The value of b over the temperature range from 100� to 150�C.

SOLUTION The voltage drop across the fixed resistor is measured for three known values of

thermistor temperature. The thermistor temperature is controlled and determined by placing the

thermistor in a laboratory oven and measuring the temperature of the oven. For each measured

voltage across the reference resistor, the thermistor resistance RT is determined from

RT ¼ R1

Ei

E1

� 1

� �
The results of these measurements are as follows:

Temperature R1 Voltage RT

(�C) (V) (V)

100 1.501 5477.4

125 1.531 2812.9

150 1.545 1604.9

Equation 8.12 can be expressed in the form of a linear equation as

ln
RT

R0

¼ b
1

T
� 1

T0

� �
ð8:14Þ

Applying this equation to the measured data, with R0 ¼ 60; 000 V, the three data points above yield

the following:

ln RT=R0ð Þ 1=T � 1=T0ð Þ K�1
� �

b(K)

�2.394 �6:75 � 10�4 3546.7

�3.060 �8:43 � 10�4 3629.9

�3.621 �9:92 � 10�4 3650.2

COMMENT These results are for constant b and are based on the behavior described by

Equation 8.12, over the temperature range from T0 to the temperature T. The significance of the

measured differences in b is examined further.
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The measured values of b in Example 8.5 are different at each value of temperature. If b were

truly a temperature-independent constant, and these measurements had negligible uncertainty, all

three measurements would yield the same value of b. The variation in b may be due to a physical

effect of temperature, or may be attributable to the uncertainty in the measured values.

Are the measured differences significant, and if so, what value of b best represents the behavior

of the thermistor over this temperature range? To perform the necessary uncertainty analysis,

additional information must be provided concerning the instruments and procedures used in the

measurement.

Example 8.6

Perform an uncertainty analysis to determine the uncertainty in each measured value ofb in Example 8.5,

and evaluate a single best estimate of b for this temperature range. The measurement of b involves the

measurement of voltages, temperatures, and resistances. For temperature there is a random error

associated with spatial and temporal variations in the oven temperaturewith a random standard uncertainty

of s�T ¼ 0:19�C for 20 measurements. In addition, based on a manufacturer’s specification, there is a

known measurement systematic uncertainty for temperature of 0.36�C (95%) in the thermocouple.

The systematic errors in measuring resistance and voltage are negligible, and estimates of the

instrument repeatability, which are based on the manufacturer’s specifications in the measured

values and assumed to be at a 95% confidence level, are assigned systematic uncertainties of 1.5%

for resistance and 0.002 V for the voltage.

KNOWN Standard deviation of the means for oven temperature, s�T ¼ 0:19�C; N ¼ 20. The

remaining errors are assigned systematic uncertainties at 95% confidence assuming large degrees of

freedom, such that Bx ¼ 2bx:

BT ¼ 2bT ¼ 0:36�C

BR=R ¼ 2bRð Þ=R ¼ 1:5%

BE ¼ 2bE ¼ 0:002 V

FIND The uncertainty in b at each measured temperature, and a best estimate for b over the

measured temperature range.

SOLUTION Consider the problem of providing a single best estimate of b. One method of

estimation might be to average the three measured values. This results in a value of 3609 K.

However, since the relationship between RT=R0ð Þ and 1=T � 1=T0ð Þ is expected to be linear, a least-

squares fit can be performed on the three data points, and include the point (0, 0). The resulting value

of b is 3638 K. Is this difference significant, and which value best represents the behavior of the

thermistor? To answer these questions, an uncertainty analysis is performed for b.

For each measured value,

b ¼ ln RT=R0ð Þ
1=T � 1=T0

Uncertainties in voltage, temperature, and resistance are propagated into the resulting value of b for

each measurement.
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Consider first the sensitivity indices ui for each of the variables RT, R0, T, and T0. These may be

tabulated by computing the appropriate partial derivatives of b, evaluated at each of the three

temperatures, as follows:

T (�C) uRT
K=Vð Þ uR0

K=Vð Þ uT uT0

100 �0.270 0.0247 �37.77 59.17

125 �0.422 0.0198 �27.18 48.48

150 �0.628 0.0168 �20.57 41.45

The determination of the uncertainty in b; ub, requires the uncertainty in the measured value of

resistance for the thermistor, uRT
. But RT is determined from the expression

RT ¼ R1½ðEi=E1Þ � 1	
and thus requires an analysis of the uncertainty in the resulting value of RT, from measured values of

R1, Ei, and E1. All errors in RT are treated as uncorrelated systematic errors, yielding

bRT
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
qRT

qR1

bR1

� �2

þ qRT

qEi

bEi

� �2

þ qRT

qE1

bE1

� �2
s

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
uR1

bR1
½ 	2 þ uEi

bEi
½ 	2 þ uE1

bE1
½ 	2

q
To arrive at a representative value, we compute bRT

at 125�C. The systematic standard uncertainty

in R1 is 0.75% of 130:5 kV; or 978 V, and in R0 is 450 V. The systematic standard uncertainties in

Ei and E1 are each 0.001 V, and uR1
¼ 0:022, uEi

¼ 85238, and uE1
¼ 87076. This gives

bRT
¼ 123:7 V.

An uncertainty for b is determined for each of the measured temperatures. The propagation of

the measurement systematic errors for temperature and resistance is found as

bb ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
uTbT½ 	2 þ uT0

bT0
½ 	2 þ uRT

bRT
½ 	2 þ uR0

bR0
½ 	2

q
where

bT ¼ 0:18�C bRT
¼ 123:7 V

bT0
¼ 0:18�C bR0

¼ 450 V

The random standard uncertainty for b contains contributions only from the statistically determined

oven temperature characteristics and is found from

s�b ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
uTs�Tð Þ2 þ uT0

s�T0

	 
2
q

where both s�T and s�T0
are 0.19, as determined with n ¼ 19.

The resulting values of uncertainty in b are found from

ub ¼ tn;95

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b2
b þ s2

�b

q
where nb is sufficiently large (see Eq. 5.39) so that tn;95 � 2. At each temperature the uncertainty in

b is determined as shown in Table 8.3. The effect of increases in the sensitivity indices ui on the total

uncertainty is to cause increased uncertainty in b as the temperature increases.
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The original results of the measured values of b must now be reexamined. The results from

Table 8.3 are plotted as a function of temperature in Figure 8.12, with 95% uncertainty limits on

each data point. Clearly, there is no justification for assuming that the measured values indicate a

trend of changes with temperature, and it would be appropriate to use either the average value of b or

the value determined from the linear least-squares curve fit.

8.5 THERMOELECTRIC TEMPERATURE MEASUREMENT

The most common method of measuring and controlling temperature uses an electrical circuit called

a thermocouple. A thermocouple consists of two electrical conductors that are made of dissimilar

metals and have at least one electrical connection. This electrical connection is referred to as a

junction. A thermocouple junction may be created by welding, soldering, or by any method that

provides good electrical contact between the two conductors, such as twisting the wires around one

another. The output of a thermocouple circuit is a voltage, and there is a definite relationship

between this voltage and the temperatures of the junctions that make up the thermocouple circuit.

We will examine the causes of this voltage, and develop the basis for using thermocouples to make

engineering measurements of temperature.

Table 8.3 Uncertainties in b

Uncertainty

T [�C]

Random

sb
[K]

Systematic

bb
[K]

Total

� ub 95%

[K]

100 13.3 37.4 79.4

125 10.6 53.9 109.9

150 8.8 78.4 157.8

17515012510075
Temperature [ C]

3000

Uncertainty intervals about mean

3200

3400

3600

3800

4000

Figure 8.12 Measured values of b and

associated uncertainties for three temperatures.

Each data point represents b � ub.
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Consider the thermocouple circuit shown in Figure 8.13. The junction labeled 1 is at a

temperature T1 and the junction labeled 2 is at a temperature T2. This thermocouple circuit measures

the difference between T1 and T2. If T1 and T2 are not equal, a finite open-circuit electric potential,

emf1, is measured. The magnitude of the potential depends on the difference in the temperatures and

the particular metals used in the thermocouple circuit.

A thermocouple junction is the source of an electromotive force (emf), which gives rise to the

potential difference in a thermocouple circuit. It is the basis for temperature measurement using

thermocouples. The circuit shown in Figure 8.13 is the most common form of a thermocouple circuit

used for measuring temperature.

It is our goal to understand the origin of thermoelectric phenomena and the requirements for

providing accurate temperature measurements using thermocouples. In an electrical conductor that

is subject to a temperature gradient, there will be both a flow of thermal energy and a flow of

electricity. These phenomena are closely tied to the behavior of the free electrons in a metal; it is no

coincidence that good electrical conductors are, in general, good thermal conductors. The

characteristic behavior of these free electrons in an electrical circuit composed of dissimilar metals

results in a useful relationship between temperature and emf. There are three basic phenomena that

can occur in a thermocouple circuit: (1) the Seebeck effect, (2) the Peltier effect, and (3) the

Thomson effect.

Under measurement conditions with no loading errors, the emf generated by a thermocouple

circuit would be the result of the Seebeck effect only.

Seebeck Effect

The Seebeck effect, named for Thomas Johann Seebeck (1770–1831), refers to the generation of a

voltage potential, or emf, in an open thermocouple circuit due to a difference in temperature

between junctions in the circuit. The Seebeck effect refers to the case when there is no current flow

in the circuit, as for an open circuit. There is a fixed, reproducible relationship between the emf and

the junction temperatures T1 and T2 (Fig. 8.13). This relationship is expressed by the Seebeck

coefficient, aAB, defined as

aAB ¼ q emfð Þ
qT

� �
open circuit

ð8:15Þ

where A and B refer to the two materials that comprise the thermocouple. Since the Seebeck

coefficient specifies the rate of change of voltage with temperature for the materials A and B, it is

equal to the static sensitivity of the open-circuit thermocouple.

Material B Material B
emf1

21

Material A

T1 T2

Figure 8.13 Basic thermocouple circuit.
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Peltier Effect

A familiar concept is that of I2R or joule heating in a conductor through which an electrical current

flows. Consider the two conductors having a common junction, shown in Figure 8.14, through which

an electrical current I flows due to an externally applied emf. For any portion of either of the

conductors, the energy removal rate required to maintain a constant temperature is I2R, where R is

the resistance to a current flow and is determined by the resistivity and size of the conductor.

However, at the junction of the two dissimilar metals the removal of a quantity of energy different

than I2R is required to maintain a constant temperature. The difference in I2R and the amount of

energy generated by the current flowing through the junction is due to the Peltier effect. The Peltier

effect is due to the thermodynamically reversible conversion of energy as a current flows across the

junction, in contrast to the irreversible dissipation of energy associated with I2R losses. The Peltier

heat is the quantity of heat in addition to the quantity I2R that must be removed from the junction to

maintain the junction at a constant temperature. This amount of energy is proportional to the current

flowing through the junction; the proportionality constant is the Peltier coefficient pAB, and the heat

transfer required to maintain a constant temperature is

Qp ¼ pABI ð8:16Þ
caused by the Peltier effect alone. This behavior was discovered by Jean Charles Athanase Peltier

(1785–1845) during experiments with Seebeck’s thermocouple. He observed that passing a current

through a thermocouple circuit having two junctions, as in Figure 8.13, raised the temperature at one

junction, while lowering the temperature at the other junction. This effect forms the basis of a device

known as a Peltier refrigerator, which provides cooling without moving parts.

Thomson Effect

In addition to the Seebeck effect and the Peltier effect, there is a third phenomenon that occurs in

thermoelectric circuits. Consider the conductor shown in Figure 8.15, which is subject to a

B lairetaMA lairetaM

emf2
(External)

Heat
transfer

Current I
Figure 8.14 Peltier effect due to

current flow across a junction of

dissimilar metals.

T1 T2

q2

q1

i

Voltage supply

q1 Energy flow as a result of a temperature gradient

q2 Heat transfer to maintain constant temperature

Figure 8.15 Thomson effect due to simultaneous

flows of current and heat.
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longitudinal temperature gradient and also to a potential difference, such that there is a flow of

current and heat in the conductor. Again, to maintain a constant temperature in the conductor it is

found that a quantity of energy different than the joule heat, I2R, must be removed from the

conductor. First noted by William Thomson (1824–1907, Lord Kelvin from 1892) in 1851, this

energy is expressed in terms of the Thomson coefficient, s, as

Qs ¼ sI T1 � T2ð Þ ð8:17Þ
For a thermocouple circuit, all three of these effects may be present and may contribute to the overall

emf of the circuit.

Fundamental Thermocouple Laws

The basic thermocouple circuit shown in Figure 8.16 can be used to measure the difference

between the two temperatures T1 and T2. For practical temperature measurements, one of

these junctions becomes a reference junction, and is maintained at some known, constant

reference temperature, say T2. The other junction then becomes the measuring junction, and

the emf existing in the circuit provides a direct indication of the temperature of the measuring

junction T1.

The use of thermocouple circuits to measure temperature is based on observed behaviors of

carefully controlled thermocouple materials and circuits. The following laws provide the basis

necessary for temperature measurement with thermocouples:

1. Law of homogeneous materials: A thermoelectric current cannot be sustained in a circuit

of a single homogeneous material by the application of heat alone, regardless of how it

might vary in cross section. Simply stated, this law requires that at least two materials be

used to construct a thermocouple circuit for the purpose of measuring temperature. It is

interesting to note that a current may occur in an inhomogeneous wire that is nonuniformly

heated; however, this is neither useful nor desirable in a thermocouple.

2. Law of intermediate materials: The algebraic sum of the thermoelectric forces in a circuit

composed of any number of dissimilar materials is zero if all of the circuit is at a uniform

temperature. This law allows a material other than the thermocouple materials to be inserted

into a thermocouple circuit without changing the output emf of the circuit. As an example,

consider the thermocouple circuit shown in Figure 8.16, where the junctions of the

measuring device are made of copper and material B is an alloy (not pure copper). The

electrical connection between the measuring device and the thermocouple circuit forms yet

another thermocouple junction. The law of intermediate materials, in this case, provides that

Material B Material B

Measuring device
Junction 4

T4

Junction 3
T3

21

Material A

T1 T2

Figure 8.16 Typical

thermocouple measuring circuit.
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the measured emf will be unchanged from the open-circuit emf, which corresponds to the

temperature difference between T1 and T2, if T3 ¼ T4. Another practical consequence of this

law is that copper extension wires may be used to transmit thermocouple emfs to a measuring

device.

3. Law of successive or intermediate temperatures: If two dissimilar homogeneous materials

that form a thermocouple circuit produce emf1 when the junctions are at T1 and T2 and

produce emf2 when the junctions are at T2 and T3, the emf generated when the junctions are

at T1 and T3 will be emf1 þ emf2. This law allows a thermocouple calibrated for one

reference temperature, say T2, to be used at another reference temperature, such as T3, to

determine temperature T1.

Basic Temperature Measurement with Thermocouples

Let’s first examine a historically significant method of using a thermocouple circuit to measure

temperature. Figure 8.17 shows two basic thermocouple circuits, using a chromel–constantan

thermocouple and an ice bath to create a reference temperature. In Figure 8.17a, the

thermocouple wires are connected directly to a potentiometer to measure the emf. In Figure

8.17b, copper extension wires are employed, creating two reference junctions. The law of

intermediate materials ensures that neither the potentiometer nor the extension wires will

change the emf of the circuit, as long as the two connecting junctions at the potentiometer and

the two in the ice bath experience no temperature difference. All that is required to be able to

measure temperature with this circuit is to know the relationship between the output emf and

the temperature of the measuring junction, for the particular reference temperature. One

method of determining this relationship is to calibrate the thermocouple. However, we shall

see that for reasonable levels of uncertainty for temperature measurement, standard materials

and procedures allow thermocouples to be accurate temperature measuring devices without the

necessity of calibration.

Reference Junction

The provisions for a reference junction should provide a temperature that is accurately known,

stable, and reproducible. A very common reference junction temperature is provided by the ice

point, 0�C, because of the ease with which it can be obtained.

The creation of a reference junction temperature of 0�C is accomplished in either of two

basic ways. Prior to the development of an electronic means of creating a reference point in the

electric circuit, an ice bath served to provide the reference junction temperature. An ice bath is

typically made by filling a vacuum flask, or Dewar, with finely crushed ice, and adding just

enough water to create a transparent slush. When done correctly, the method is surprising

accurate and reproducible. A few ice cubes floating in water do not create a 0�C environment!

Ice baths can be constructed to provide a reference junction temperature to an uncertainty

within �0:01�C.

Electronic reference junctions provide a convenient means of the measurement of temperature

without the necessity to construct an ice bath. Numerous manufacturers produce commercial
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temperature measuring devices with built-in reference junction compensation, and many digital data

acquisition cards for personal computers include built-in reference junction compensation. The

electronics generally rely on a thermistor, a temperature-sensitive integrated circuit, or an RTD to

determine the reference junction temperature, as shown for a thermistor in Figure 8.18.

Potentiometer

Chromel

Ice bath

Chromel

Constantan
Measuring
junction

Reference
junction

(a)

(b)

Potentiometer

Copper

Copper

Ice bath

Chromel

Constantan
Measuring
junction

Reference
junction

Figure 8.17 Thermocouple tempera-

ture measurement circuits.

Thermistor

OutputThermocouple
input

Figure 8.18 Basic thermistor circuit for thermocouple refer-

ence junction compensation.
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Uncertainties for the reference junction temperature in this case are on the order of �0.1 �C, with

�0.5�C as typical.

Thermocouple Standards

The National Institute of Standards and Technology (NIST) provides specifications for the materials

and construction of standard thermocouple circuits for temperature measurement (10). Many

material combinations exist for thermocouples; these material combinations are identified by a

thermocouple type and denoted by a letter. Table 8.4 shows the letter designations and the polarity of

common thermocouples, along with some basic application information for each type. The choice of

a type of thermocouple depends on the temperature range to be measured, the particular application,

and the desired uncertainty level.

To determine the emf output of a particular material combination, a thermocouple is formed

from a candidate material and a standard platinum alloy to form a thermocouple circuit having a 0�C
reference temperature. Figure 8.19 shows the output of various materials in combination with

platinum-67. The notation indicates the thermocouple type. The law of intermediate temperatures

then allows the emf of any two materials, whose emf relative to platinum is known, to be determined.

Figure 8.20 shows a plot of the emf as a function of temperature for some common thermocouple

material combinations. The slope of the curves in this figure corresponds to the static sensitivity of

the thermocouple measuring circuit.

Standard Thermocouple Voltage

Table 8.5 provides the standard composition of thermocouple materials, along with standard limits

of error for the various material combinations. These limits specify the expected maximum errors

resulting from the thermocouple materials. The NIST uses high-purity materials to establish the

standard value of voltage output for a thermocouple composed of two specific materials. This results

in standard tables or equations used to determine a measured temperature from a measured value of

Table 8.4 Thermocouple Designations

Material Combination

Type Positive Negative Applications

E Chromel(þ) Constantan(�) Highest sensitivity (<1000�C)

J Iron(þ) Constantan(�) Nonoxidizing

environment (<760�C)

K Chromel(þ) Alumel(�) High temperature (<1372�C)

S Platinum/

10% rhodium

Platinum(�) Long-term stability

high temperature (<1768�C)

T Copper(þ) Constantan(�) Reducing or vacuum

environments (<400�C)
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emf (10). An example of such a table is provided in Table 8.6 for an iron/constantan thermocouple,

usually referred to as a J-type thermocouple. Table 8.7 provides the corresponding polynomial

equations that relate emf and temperature for standard thermocouples. Because of the widespread

need to measure temperature, an industry has grown up to supply high-grade thermocouple wire.

Manufacturers can also provide thermocouples having special tolerance limits relative to the NIST

standard voltages with uncertainties in temperature ranging from �1.0�C to perhaps �0.1�C.

Thermocouples constructed of standard thermocouple wire do not require calibration to provide

measurement of temperature within the tolerance limits given in Table 8.5.
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Figure 8.19 Thermal emf of thermocouple materials relative to platinum-67. Note: For example, JP indicates

the positive leg of a J thermocouple, or iron. JN indicates the negative leg of a J thermocouple, or constantan. All

other notations are similar for each type of thermocouple. (From Benedict, R. P., Fundamentals of

Temperature, Pressure, and Flow Measurements, 3rd ed. Copyright# 1984 by John Wiley and Sons, New

York. Reprinted by permission.)
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Thermocouple Voltage Measurement

The Seebeck voltage for a thermocouple circuit is measured with no current flow in the circuit. From

our discussion of the Thomson and Peltier effects, it is clear that the emf is different from the open-

circuit value when there is a current flow in the thermocouple circuit. As such, the best method for

the measurement of thermocouple voltages is a device that minimizes current flow. For many years,

the potentiometer was the laboratory standard for voltage measurement in thermocouple circuits. A

potentiometer, as described in Chapter 6, has nearly zero loading error at a balanced condition.

However, modern voltage-measuring devices, such as digital voltmeters or data-acquisition cards,

have sufficiently large values of input impedance that they can be used with minimal loading error.

These devices can also be used in either static or dynamic measuring situations where the loading

error created by the measurement device is acceptable for the particular application. For such needs,
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Figure 8.20 Thermocouple voltage output as a function of temperature for some common thermocouple

materials. Reference junction is at 32�F (0�C). (From Benedict, R. P., Fundamentals of Temperature, Pressure

and Flow Measurements, 3rd ed. Copyright # 1984 by John Wiley and Sons, New York. Reprinted by

permission.)
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Table 8.5 Standard Thermocouple Compositionsa

Wire

Type Positive Negative Expected Systematic Uncertainty
b

S Platinum Platinum/10% rhodium �1.5�C or 0.25%

R Platinum Platinum/13% rhodium �1.5�C

B Platinum/30% rhodium Platinum/6% rhodium �0.5%

T Copper Constantan �1.0�C or 0.75%

J Iron Constantan �2.2�C or 0.75%

K Chromel Alumel �2.2�C or 0.75%

E Chromel Constantan �1.7�C or 0.5%

Alloy Designations

Constantan: 55% copper with 45% nickel

Chromel: 90% nickel with 10% chromium

Alumel: 94% nickel with 3% manganese, 2% aluminum, and 1% silicon

aFrom Temperature Measurements ANSI PTC 19.3-1974.
bUse greater value; these limits of error do not include installation errors.

Table 8.6 Thermocouple Reference Table for Type-J Thermocouplea

Temperature (�C) Thermocouple emf (mV)

0 �1 �2 �3 �4 �5 �6 �7 �8 �9

�210 �8.095

�200 �7.890 �7.912 �7.934 �7.955 �7.976 �7.996 �8.017 �8.037 �8.057 �8.076

�190 �7.659 �7.683 �7.707 �7.731 �7.755 �7.778 �7.801 �7.824 �7.846 �7.868

�180 �7.403 �7.429 �7.456 �7.482 �7.508 �7.534 �7.559 �7.585 �7.610 �7.634

�170 �7.123 �7.152 �7.181 �7.209 �7.237 �7.265 �7.293 �7.321 �7.348 �7.376

�160 �6.821 �6.853 �6.883 �6.914 �6.944 �6.975 �7.005 �7.035 �7.064 �7.094

�150 �6.500 �6.533 �6.566 �6.598 �6.631 �6.663 �6.695 �6.727 �6.759 �6.790

�140 �6.159 �6.194 �6.229 �6.263 �6.298 �6.332 �6.366 �6.400 �6.433 �6.467

�130 �5.801 �5.838 �5.874 �5.910 �5.946 �5.982 �6.018 �6.054 �6.089 �6.124

�120 �5.426 �5.465 �5.503 �5.541 �5.578 �5.616 �5.653 �5.690 �5.727 �5.764

�110 �5.037 �5.076 �5.116 �5.155 �5.194 �5.233 �5.272 �5.311 �5.350 �5.388

�100 �4.633 �4.674 �4.714 �4.755 �4.796 �4.836 �4.877 �4.917 �4.957 �4.997

�90 �4.215 �4.257 �4.300 �4.342 �4.384 �4.425 �4.467 �4.509 �4.550 �4.591

�80 �3.786 �3.829 �3.872 �3.916 �3.959 �4.002 �4.045 �4.088 �4.130 �4.173

�70 �3.344 �3.389 �3.434 �3.478 �3.522 �3.566 �3.610 �3.654 �3.698 �3.742

�60 �2.893 �2.938 �2.984 �3.029 �3.075 �3.120 �3.165 �3.210 �3.255 �3.300

�50 �2.431 �2.478 �2.524 �2.571 �2.617 �2.663 �2.709 �2.755 �2.801 �2.847

�40 �1.961 �2.008 �2.055 �2.103 �2.150 �2.197 �2.244 �2.291 �2.338 �2.385

�30 �1.482 �1.530 �1.578 �1.626 �1.674 �1.722 �1.770 �1.818 �1.865 �1.913

�20 �0.995 �1.044 �1.093 �1.142 �1.190 �1.239 �1.288 �1.336 �1.385 �1.433

�10 �0.501 �0.550 �0.600 �0.650 �0.699 �0.749 �0.798 �0.847 �0.896 �0.946

0 0.000 �0.050 �0.101 �0.151 �0.201 �0.251 �0.301 �0.351 �0.401 �0.451

(continued )
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0 þ1 þ2 þ3 þ4 þ5 þ6 þ7 þ8 þ9

0 0.000 0.050 0.101 0.151 0.202 0.253 0.303 0.354 0.405 0.451

10 0.507 0.558 0.609 0.660 0.711 0.762 0.814 0.865 0.916 0.968

20 1.019 1.071 1.122 1.174 1.226 1.277 1.329 1.381 1.433 1.485

30 1.537 1.589 1.641 1.693 1.745 1.797 1.849 1.902 1.954 2.006

40 2.059 2.111 2.164 2.216 2.269 2.322 2.374 2.427 2.480 2.532

50 2.585 2.638 2.691 2.744 2.797 2.850 2.903 2.956 3.009 3.062

60 3.116 3.169 3.222 3.275 3.329 3.382 3.436 3.489 3.543 3.596

70 3.650 3.703 3.757 3.810 3.864 3.918 3.971 4.025 4.079 4.133

80 4.187 4.240 4.294 4.348 4.402 4.456 4.510 4.564 4.618 4.672

90 4.726 4.781 4.835 4.889 4.943 4.997 5.052 5.106 5.160 5.215

100 5.269 5.323 5.378 5.432 5.487 5.541 5.595 5.650 5.705 5.759

110 5.814 5.868 5.923 5.977 6.032 6.087 6.141 6.196 6.251 6.306

120 6.360 6.415 6.470 6.525 6.579 6.634 6.689 6.744 6.799 6.854

130 6.909 6.964 7.019 7.074 7.129 7.184 7.239 7.294 7.349 7.404

140 7.459 7.514 7.569 7.624 7.679 7.734 7.789 7.844 7.900 7.955

150 8.010 8.065 8.120 8.175 8.231 8.286 8.341 8.396 8.452 8.507

160 8.562 8.618 8.673 8.728 8.783 8.839 8.894 8.949 9.005 9.060

170 9.115 9.171 9.226 9.282 9.337 9.392 9.448 9.503 9.559 9.614

180 9.669 9.725 9.780 9.836 9.891 9.947 10.002 10.057 10.113 10.168

190 10.224 10.279 10.335 10.390 10.446 10.501 10.557 10.612 10.668 10.723

200 10.779 10.834 10.890 10.945 11.001 11.056 11.112 11.167 11.223 11.278

210 11.334 11.389 11.445 11.501 11.556 11.612 11.667 11.723 11.778 11.8.34

220 11.889 11.945 12.000 12.056 12.111 12.167 12.222 12.278 12.334 12.389

230 12.445 12.500 12.556 12.611 12.667 12.722 12.778 12.833 12.889 12.944

240 13.000 13.056 13.111 13.167 13.222 13.278 13.333 13.389 13.444 13.500

250 13.555 13.611 13.666 13.722 13.777 13.833 13.888 13.944 13.999 14.055

260 14.110 14.166 14.221 14.277 14.332 14.388 14.443 14.499 14.554 14.609

270 14.665 14.720 14.776 14.831 14.887 14.942 14.998 15.053 15.109 15.164

280 15.219 15.275 15.330 15.386 15.441 15.496 15.552 15.607 15.663 15.718

290 15.773 15.829 15.884 15.940 15.995 16.050 16.106 16.161 16.216 16.272

300 16.327 16.383 16.438 16.493 16.549 16.604 16.659 16.715 16.770 16.825

310 16.881 16.936 16.991 17.046 17.102 17.157 17.212 17.268 17.323 17.378

320 17.434 17.489 17.544 17.599 17.655 17.710 17.765 17.820 17.876 17.931

330 17.986 18.041 18.097 18.152 18.207 18.262 18.318 18.373 18.428 18.483

340 18.538 18.594 18.649 18.704 18.759 18.814 18.870 18.925 18.980 19.035

350 19.090 19.146 19.201 19.256 19.311 19.366 19.422 19.477 19.532 19.587

360 19.642 19.697 19.753 19.808 19.863 19.918 19.973 20.028 20.083 20.139

370 20.194 20.249 20.304 20.359 20.414 20.469 20.525 20.580 20.635 20.690

380 20.745 20.800 20.855 20.911 20.966 21.021 21.076 21.131 21.186 21.241

390 21.297 21.352 21.407 21.462 21.517 21.572 21.627 21.683 21.738 21.793

Table 8.6 (Continued)

Temperature (�C) Thermocouple emf (mV)
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400 21.848 21.903 21.958 22.014 22.069 22.124 22.179 22.234 22.289 22.345

410 22.400 22.455 22.510 22.565 22.620 22.676 22.731 22.786 22.841 22.896

420 22.952 23.007 23.062 23.117 23.172 23.228 23.283 23.338 23.393 23.449

430 23.504 23.559 23.614 23.670 23.725 23.780 23.835 23.891 23.946 24.001

440 24.057 24.112 24.167 24.223 24.278 24.333 24.389 24.444 24.499 24.555

450 24.610 24.665 24.721 24.776 24.832 24.887 24.943 24.998 25.053 25.109

460 25.164 25.220 25.275 25.331 25.386 25.442 25.497 25.553 25.608 25.664

470 25.720 25.775 25.831 25.886 25.942 25.998 26.053 26.109 26.165 26.220

480 26.276 26.332 26.387 26.443 26.499 26.555 26.610 26.666 26.722 26.778

490 26.834 26.889 26.945 27.001 27.057 27.113 27.169 27.225 27.281 27.337

500 27.393 27.449 27.505 27.561 27.617 27.673 27.729 27.785 27.841 27.897

510 27.953 28.010 28.066 28.122 28.178 28.234 28.291 28.347 28.403 28.460

520 28.516 28.572 28.629 28.685 28.741 28.798 28.854 28.911 28.967 29.024

530 29.080 29.137 29.194 29.250 29.307 29.363 29.420 29.477 29.534 29.590

540 29.647 29.704 29.761 29.818 29.874 29.931 29.988 30.045 30.102 30.159

550 30.216 30.273 30.330 30.387 30.444 30.502 30.559 30.616 30.673 30.730

560 30.788 30.845 30.902 30.960 31.017 31.074 31.132 31.189 31.247 31.304

570 31.362 31.419 31.477 31.535 31.592 31.650 31.708 31.766 31.823 31.881

580 31.939 31.997 32.055 32.113 32.171 32.229 32.287 32.345 32.403 32.461

590 32.519 32.577 32.636 32.694 32.752 32.810 32.869 32.927 32.985 33.044

600 33.102 33.161 33.219 33.278 33.337 33.395 33.454 33.513 33.571 33.630

610 33.689 33.748 33.807 33.866 33.925 33.984 34.043 34.102 34.161 34.220

620 34.279 34.338 34.397 34.457 34.516 34.575 34.635 34.694 34.754 34.813

630 34.873 34.932 34.992 35.051 35.111 35.171 35.2.30 35.290 35.350 35.410

640 35.470 35.530 35.590 35.650 35.710 35.770 35.830 35.890 35.950 36.010

650 36.071 36.131 36.191 36.191 36.252 36.373 36.433 36.494 36.554 36.615

660 36.675 36.736 36.797 36.858 36.918 36.979 37.040 37.101 37.162 37.22.3

670 37.284 37.345 37.406 37.467 37.528 37.590 37.651 37.712 37.773 37.835

680 37.896 37.958 38.019 38.081 38.142 38.204 38.265 38.327 38.389 38.450

690 38.512 38.574 38.636 38.698 38.760 38.822 38.884 38.946 39.008 39.070

700 39.132 39.194 39.256 39.318 39.381 39.443 39.505 39.568 39.630 39.693

710 39.755 39.818 39.880 39.943 40.005 40.068 40.131 40.193 40.256 40.319

720 40.382 40.445 40.508 40.570 40.633 40.696 40.759 40.822 40.886 40.949

730 41.012 41.075 41.138 41.201 41.265 41.328 41.391 41.455 41.518 41.581

740 41.645 41.708 41.772 41.835 41.899 41.962 42.026 42.090 42.153 42.217

750 42.281 42.344 42.408 42.472 42.536 42.599 42.663 42.727 42.791 42.855

760 42.919 42.983 43.047 43.110 43.174 43.238 43.303 43.367 43.431 43.495

aReference junction at 0�C.

Table 8.6 (Continued)

Temperature (�C) Thermocouple emf (mV)
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Table 8.7 Reference Functions for Selected Letter Designated Thermocouples

The relationship between emf and temperature is provided in the form of a polynomial in temperature [10]

E ¼
Xn
i¼0

ciT
i

where E is in mV and T is in �C. Constants are provided below.

Thermocouple Type Temperature Range Constants

J-type �210 to 760�C c0 ¼ 0.000 000 000 0

c1 ¼ 5.038 118 7815 � 101

c2 ¼ 3.047 583 693 0 � 10�2

c3 ¼ �8.568 106 572 0 � 10�5

c4 ¼ 1.322 819 529 5 � 10�7

c5 ¼ �1.705 295 833 7 � 10�10

c6 ¼ 2.094 809 069 7 � 10�13

c7 ¼ �1.253 839 533 6 � 10�16

c8 ¼ 1.563 172 569 7 � 10�20

T-type �270 to 0�C c0 ¼ 0.000 000 000 0

c1 ¼ 3.874 810 6364 � 101

c2 ¼ 4.419 443 434 7 � 10�2

c3 ¼ 1.184 432 310 5 � 10�4

c4 ¼ 2.003 297 355 4 � 10�5

c5 ¼ 9.013 801 955 9 � 10�7

c6 ¼ 2.265 115 659 3 � 10�8

c7 ¼ 3.607 115 420 5 � 10�10

c8 ¼ 3.849 393 988 3 � 10�12

c9 ¼ 2.821 352 192 5 � 10�14

c10 ¼ 1.425 159 477 9 � 10�16

c11 ¼ 4.876 866 228 6 � 10�19

c12 ¼ 1.079 553 927 0 � 10�21

c13 ¼ 1.394 502 706 2 � 10�24

c14 ¼ 7.979 515 392 7 � 10�28

T-type 0 to 400�C c0 ¼ 0.000 000 000 0

c1 ¼ 3.874 810 636 4 � 101

c2 ¼ 3.329 222 788 0 � 10�2

c3 ¼ 2.061 824 340 4 � 10�4

c4 ¼ �2.188 225 684 6 � 10�6

c5 ¼ 1.099 688 092 8 � 10�8

c6 ¼ �3.081 575 877 2 � 10�11

c7 ¼ 4.547 913 529 0 � 10�14

c8 ¼ �2.751 290 167 3 � 10�17
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high-impedance voltmeters have been incorporated into commercially available temperature

indicators, temperature controllers, and digital data-acquisition systems (DAS).

Example 8.7

The thermocouple circuit shown in Figure 8.21 is used to measure the temperature T1. The

thermocouple reference junction labeled 2 is at a temperature of 0�C, maintained by an ice-point

bath. The voltage output is measured using a potentiometer and found to be 9.669 mV. What is T1?

KNOWN A thermocouple circuit having one junction at 0�C and a second junction at an

unknown temperature. The circuit produces an emf of 9.669 mV.

FIND The temperature T1.

ASSUMPTION Thermocouple follows NIST standard.

SOLUTION Standard thermocouple tables such as Table 8.6 are referenced to 0�C. The

temperature of the reference junction for this case is 0�C. Therefore, the temperature corresponding

to the output voltage may simply be determined from Table 8.6, in this case as 180.0�C.

COMMENT Because of the law of intermediate metals, the junctions formed at the potenti-

ometer do not affect the voltage measured for the thermocouple circuit, and the voltage output

reflects accurately the temperature difference between junctions 1 and 2.

Example 8.8

Suppose the thermocouple circuit in the previous example (Ex. 8.7) now has junction 2 maintained

at a temperature of 30�C, and produces an output voltage of 8.132 mV. What temperature is sensed

by the measuring junction?

KNOWN The value of T2 is 30�C, and the output emf is 8.132 mV.

Potentiometer
emf = 9.669 mV

Iron

Ice bath

Iron

Type-J thermocouple

Constantan
Measuring
junction

Reference
junction 0 C

1T1

2

Figure 8.21 Thermocouple circuit

for Example 8.7.
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ASSUMPTION Thermocouple follows NIST standard emf behavior.

FIND The temperature of the measuring junction.

SOLUTION By the law of intermediate temperatures the output emf for a thermocouple circuit

having two junctions, one at 0�C and the other at T1, would be the sum of the emfs for a

thermocouple circuit between 0� and 30�C and between 30�C and T1. Thus,

emf0�30 þ emf30�T1
¼ emf0�T1

This relationship allows the voltage reading from the nonstandard reference temperature to be

converted to a 0�C reference temperature by adding emf0�30 ¼ 1:537 to the existing reading. This

results in an equivalent output voltage, referenced to 0�C as

1:537 þ 8:132 ¼ 9:669 mV

Clearly, this thermocouple is sensing the same temperature as in the previous example, 180.0�C.

This value is determined from Table 8.6.

COMMENT Note that the effect of raising the reference junction temperature is to lower the output

voltage of the thermocouple circuit. Negative values of voltage, as compared with the polarity listed in

Table 8.4, indicate that the measured temperature is less than the reference junction temperature.

Example 8.9

A J-type thermocouple measures a temperature of 100�C and is referenced to 0�C. The thermo-

couple is AWG 30 (American wire gauge [AWG]; AWG 30 is 0.010-in. wire diameter) and is

arranged in a circuit as shown in Figure 8.17a. The length of the thermocouple wire is 10 ft in order

to run from the measurement point to the ice bath and to a potentiometer. The resolution of the

potentiometer is 0.005 mV. If the thermocouple wire has a resistance per unit length, as specified by

the manufacturer, of 5:6 V=ft, estimate the residual current in the thermocouple when the circuit is

balanced within the resolution of the potentiometer.

KNOWN A potentiometer having a resolution of 0.005 mV is used to measure the emf of a J-

type thermocouple that is 10 ft long.

FIND The residual current in the thermocouple circuit.

SOLUTION The total resistance of the thermocouple circuit is 56 V for 10 ft of thermocouple

wire. The residual current is then found from Ohm’s law as

I ¼ E

R
¼ 0:005 mV

56 V
¼ 8:9 � 10�8 A

COMMENT The loading error due to this current flow is � 0:005 mV=54:3 mV=�C � 0:09�C.

Example 8.10

Suppose a high-impedance voltmeter is used in place of the potentiometer in Example 8.9.

Determine the minimum input impedance required for the voltmeter that will limit the loading

error to the same level as the potentiometer.
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KNOWN Loading error should be less than 8:9 � 10�8 A.

FIND Input impedance for a voltmeter that would produce the same current flow or loading

error.

SOLUTION At 100�C a J-type thermocouple referenced to 0�C has a Seebeck voltage of Es ¼
5.269 mV. At this temperature, the required voltmeter impedance to limit the current flow to 8:9 �
10�8 A is found from Ohm’s law:

Es

I
¼ 5:269 � 10�3 V=8:9 � 10�8 A ¼ 59:2 kV

COMMENT This input impedance is not at all high for a modern microvoltmeter and such a

voltmeter would be a reasonable choice in this situation. As always, the allowable loading error

should be determined based on the required uncertainty in the measured temperature.

Multiple-Junction Thermocouple Circuits

A thermocouple circuit composed of two junctions of dissimilar metals produces an open-circuit

emf that is related to the temperature difference between the two junctions. More than two junctions

can be employed in a thermocouple circuit, and thermocouple circuits can be devised to measure

temperature differences, or average temperature, or to amplify the output voltage of a thermocouple

circuit.

Thermopiles

Thermopile is the term used to describe a multiple-junction thermocouple circuit that is designed to

amplify the output of the circuit. Because thermocouple voltage outputs are typically in the millivolt

range, increasing the voltage output may be a key element in reducing the uncertainty in the

temperature measurement, or may be necessary to allow transmission of the thermocouple signal to

the recording device. Figure 8.22 shows a thermopile for providing an amplified output signal; in

this case the output voltage would be N times the single thermocouple output, where N is the number

of measuring junctions in the circuit. The average output voltage corresponds to the average

Cu

Cu

Reference
junctions

Measuring
junction

1

2

Potentiometer

Copper connecting
wires

Thermocouple
wires

A

B

A

B

A

BN

Figure 8.22 Thermopile arrangement.

(From Benedict, R. P. Fundamentals of

Temperature, Pressure and Flow

Measurements, 3rd ed. Copyright # 1984

by John Wiley and Sons, New York.

Reprinted by permission.)
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temperature level sensed by the N junctions. Thus, local point measurements entail consideration of

the physical size of a thermopile, as compared to a single thermocouple. In transient measurements,

a thermopile may have a more limited frequency range than a single thermocouple, due to its

increased thermal capacitance. Thermopiles are particularly useful for reducing the uncertainty in

measuring small temperature differences between the measuring and reference junctions. The

principle has also been used to generate small amounts of power in spacecraft and to provide

thermoelectric cooling using the Peltier effect.

Figure 8.23 shows a series arrangement of thermocouple junctions designed to measure the

average temperature difference between junctions. This thermocouple circuit could also be used to

measure deviations from a uniform temperature. In that case, any voltage output would indicate that

a temperature difference existed between two of the thermocouple junctions. Alternatively,

junctions 1; 2; . . . ; N could be located at one physical location, while junctions 1
0
; 2

0
; . . . ;N

0

could be located at another physical location. Such a circuit might be used to measure the heat flux

through a solid.

Thermocouples in Parallel

When a spatially averaged temperature is desired, multiple thermocouple junctions can be arranged,

as shown in Figure 8.24. In such an arrangement of N junctions, a mean emf is produced, given by

emf ¼ 1

N

XN
i�1

emfð Þi ð8:18Þ

The mean emf is indicative of a mean temperature,

T ¼ 1

N

XN
i�1

Ti ð8:19Þ
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Measuring
junctions

Measuring
junctions

Ice bath
(reference junction)

Ice bath
(reference junction)
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Potentiometer

Copper connecting
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Thermocouple
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A
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A

B

A
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BN
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Figure 8.23 Thermocouples arranged to sense temperature differences. (From Benedict, R. P. Fundamentals of

Temperature, Pressure and Flow Measurements, 3rd ed. Copyright # 1984 by John Wiley and Sons, New

York. Reprinted by permission.)
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Data-Acquisition Considerations

Measuring temperatures by using thermocouples connected to a data acquisition systems is common

practice. However, the characteristics of the thermocouple, including the need for a reference or cold

junction and the low signal voltages produced, complicate its use. Nevertheless, with a little

attention and realistic expectation of achievable accuracy, the systems are quite acceptable for most

monitoring and moderate accuracy measurements.

Once the appropriate thermocouple type is selected, attention must be given to the cold junction

compensation method. The two connection points of the thermocouple to the data acquisition

system (DAS) board form two new thermocouple connections. Use of external cold junction

methods between the thermocouple and the board eliminates this problem, but more frequently the

thermocouple is connected directly to the board and uses built-in electronic cold junction

compensation. This is usually accomplished by using a separate thermistor sensor, which measures

the temperature at the system connection point to determine the cold junction error, and providing an

appropriate bias voltage correction either directly or through software. An important consideration

is that the internal correction method has a typical uncertainty of the order of 0.5� to 1.5�C and, as a

systematic error, this error is directly passed on to the measurement as an offset.

These boards also may use internal polynomial interpolation for converting measured voltage

into temperature. If not, this can be programmed into the data-reduction scheme by using, for

example, the information of Table 8.7. Nonetheless, this introduces a ‘‘linearization’’ error, which is

a function of thermocouple material and temperature range and typically specified with the DAS

board.

Thermocouples are often used in harsh, industrial environments with significant electro-magnetic

interference (EMI) and radiofrequency (rf) noise sources. Thermocouple wire pairs should be twisted

to reduce noise. Also, a differential-ended connection is preferred between the thermocouple and the

DAS board. In this arrangement, though, the thermocouple becomes an isolated voltage source,

meaning there is no longer a direct ground path keeping the input within its common mode range. As a

consequence, a common complaint is that the measured signal may drift or suddenly jump in the level

of its output. Usually, this interference behavior is eliminated by placing a 10- to 100-kV resistor

between the low terminal of the input and low-level ground.

Cu

Cu

Measuring
junctions

Reference
junctions

1 2

Potentiometer

Copper connecting
wires

Thermocouple
wires
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N
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B
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B

Figure 8.24 Parallel arrangement of thermocouples for sensing the average temperature of the measuring

junctions. (From Benedict, R. P. Fundamentals of Temperature, Pressure and Flow Measurements, 3rd ed.

Copyright # 1984 by John Wiley and Sons, New York. Reprinted by permission.)
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Because most DAS boards use analog-to-digital (A/D) converters having a �5 V full scale, the

signal must be conditioned using an amplifier. Usually a gain of 100 to 500 is sufficient. High gain,

very low noise amplifiers are important for accurate measurements. Consider a J-type thermocouple

using a 12-bit A/D converter with a signal conditioning gain of 100. This allows for a full-scale input

range of 100 mV, which is a suitable range for most measurements. Then, the A/D conversion

resolution is

EFSR

Gð Þ 2M
	 
 ¼ 10 V

100ð Þ 112
	 
 ¼ 24:4 mV=bit

A J-type thermocouple has a sensitivity of �55 mV=�C. Thus, the measurement resolution

becomes

24:4 mV=bitð Þ= 55 mV=�Cð Þ ¼ 0:44�C=bit:

Thermocouples tend to have long time constants relative to the typical sample rate capabilities of

general-purpose DAS boards. If temperature measurements show greater than expected fluctuations,

high-frequency sampling noise is a likely cause. Reducing the sample rate or using a smoothing

filter are simple solutions. The period of averaging should be on the scale of the time constant of the

thermocouple.

Example 8.11

It is desired to create an off-the-shelf temperature measuring system for a personal computer (PC)-

based control application. The proposed temperature measuring system is illustrated schematically

in Figure 8.25. The temperature measurement system consists of the following:

� A PC-based DAS composed of a data-acquisition board, a computer, and appropriate software

to allow measurement of analog input voltage signals.

� A J-type thermocouple and reference junction compensator. The reference junction compen-

sator serves to provide an output emf from the thermocouple equivalent to the value that

would exist between the measuring junction and a reference temperature of 0�C.

� A J-type thermocouple, which is uncalibrated but meets NIST standard limits of error.

Reference
junction

compensator

Thermocouple

Figure 8.25 Personal computer (PC)-based

temperature measurement system.
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The system is designed to measure and control a process temperature that varies slowly in time

compared to sampling rate of the DAS. The process nominally operates at 185�C.

The following specifications are applicable to the measurement system components:

Component Characteristics Accuracy Specifications

Data-acquisition board Analog voltage input

range: 0 to 0.1 V

12-bit A/D converter

accuracy: �0.01% of reading

Reference junction compensator J-type compensation range

from 0� to 50�C

�0.5�C over the range

20� to 36�C

Thermocouple (J-type) Stainless steel sheathed

ungrounded junction

Accuracy: �1.0�C based on NIST

standard limits of error

The purpose of the measurement system requires that the temperature measurement have a total

uncertainty of less than 1.5�C. Based on a design stage uncertainty analysis, does this measurement

system meet the overall accuracy requirement?

SOLUTION The design stage uncertainty for this measurement system is determined by

expressing the uncertainty of each system component as an equivalent uncertainty in temperature,

and then combining these design stage uncertainties.

The 12-bit A/D converter divides the full-scale voltage range into 212 or 4096 equal-sized

intervals. Thus, the resolution (quantization error) of the A/D in measuring voltage is

0:1 V

4096 intervals
¼ 0:0244 mV

The uncertainty of the DAS is specified as 0.01% of the reading. A nominal value for the

thermocouple voltage must be known or established. In the present case, the nominal process

temperature is 185�C, which corresponds to a thermocouple voltage of approximately 10 mV. Thus

the calibration uncertainty of the DAS is 0.001 mV.

The contribution to the total uncertainty of the temperature measurement system from the DAS

can now be determined. First combine the resolution and calibration uncertainties as

uDAS ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:0244ð Þ2 þ 0:001ð Þ2

q
¼ 0:0244 mV

The relationship between uncertainty in voltage and temperature is provided by the static sensitivity,

which can be estimated from Table 8.6 at 185�C as 0.055 mV/�C. Thus an uncertainty of 0.0244 mV

corresponds to an uncertainty in temperature of

0:0244 mV

0:055 mV=�C
¼ 0:444�C

This uncertainty can now be combined directly with the ice point uncertainty and the uncertainty

interval associated with the standard limits of error for the thermocouple, as

uT ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:44ð Þ2 þ 1:0ð Þ2 þ 0:5ð Þ2

q
¼ �1:2�C 95%ð Þ

COMMENT It might be appropriate in certain cases to calibrate the thermocouple against a

laboratory standard, such as an RTD, which has a calibration traceable to NIST standards. With
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reasonable expense and care, an uncertainty level in the thermocouple of �0.1�C can be achieved,

compared to the uncalibrated value of �1�C. If the thermocouple were so calibrated, the resulting

uncertainty in the overall measurement of temperature is reduced to �0.68�C, so that by reducing

the uncertainty contribution of the thermocouple by a factor of 10, the system uncertainty would be

reduced by a factor of 2.

Example 8.12

An effective method of evaluating data acquisition and reduction errors associated with the use of

multiple temperature sensors within a test facility is to provide a known temperature point at which

the sensor outputs can be compared. Suppose the outputs from M similar thermocouple sensors (e.g.,

all T-type) are to be measured and stored on an M-channel data acquisition system. Each sensor is

referenced to the same reference junction temperature (e.g., ice point) and operated in the normal

manner. The sensors are exposed to a known and uniform temperature. N (say 30) readings for each

of the M thermocouples are recorded. What information can be obtained from the data?

KNOWN M(j ¼ 1, 2, . . . , M) thermocouples

N(i ¼ 1, 2, . . . , N) readings measured for each thermocouple

SOLUTION The mean value for all readings of the ith thermocouple is given as

Tj ¼ 1

N

XN
i¼1

Tij

The pooled mean for all the thermocouples is given as

hTi ¼ 1

M

XM
j�1

Tj

The difference between the pooled mean temperature and the known temperature would provide

an estimate of the systematic uncertainty that can be expected from any channel during data

acquisition. On the other hand, the differences between each Tj and hT i must reflect random

uncertainty among the M channels. The standard random uncertainty for the data acquisition and

reduction instrumentation system is then

sT ¼ hsTiffiffiffiffiffi
M

p where hsTi ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPM
j¼1

PN
i¼1 Tij � Tj

� �2

M N � 1ð Þ

vuut
with degrees of freedom, v ¼ M N � 1ð Þ.

COMMENT Elemental errors accounted for in these estimates include

� reference junction random errors,

� random errors in the known temperature,

� data acquisition system random errors,

� extension cable and connecting plug systematic errors, and

� thermocouple emf-T correlation systematic errors.

These estimates would not include instrument calibration errors or probe insertion errors.
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8.6 RADIATIVE TEMPERATURE MEASUREMENTS

There is a distinct advantage to measuring temperature by detecting thermal radiation. The sensor

for thermal radiation need not be in contact with the surface to be measured, making this method

attractive for a wide variety of applications. The basic operation of a radiation thermometer is

predicated upon some knowledge of the radiation characteristics of the surface whose temperature is

being measured, relative to the calibration of the thermometer. The spectral characteristics of

radiative measurements of temperature is beyond the scope of the present discussion; an excellent

source for further information is Dewitt and Nutter (11).

Radiation Fundamentals

Radiation refers to the emission of electromagnetic waves from the surface of an object. This

radiation has characteristics of both waves and particles, which leads to a description of the radiation

as being composed of photons. The photons generally travel in straight lines from points of emission

to another surface, where they are absorbed, reflected, or transmitted. This electromagnetic radiation

exists over a large range of wavelengths that includes x-rays, ultraviolet radiation, visible light, and

infrared or thermal radiation, as shown in Figure 8.26. The thermal radiation emitted from an object

is related to its temperature and has wavelengths ranging from approximately 10�7 to 10�3 m. It is

necessary to understand two key aspects of radiative heat transfer in relation to temperature

measurements. First, the radiation emitted by an object is proportional to the fourth power of its

temperature. In the ideal case, this may be expressed as

Eb ¼ sT4 ð8:20Þ
where Eb is the flux of energy radiating from an ideal surface, or the blackbody emissive power. The

emissive power of a body is the energy emitted per unit area and per unit time. The term

‘‘blackbody’’ implies a surface that absorbs all incident radiation, and as a result emits radiation

in an ‘‘ideal’’ manner.

, m

10–5 10–4 10–3 10–2 10–1 1 101 102 103 104

X rays
Ultraviolet

Visible

Infrared

Microwave

Thermal radiation

Vi
ol

et
B

lu
e

G
re

en
Ye

llo
w

R
ed

Gamma rays

0.700.40

Figure 8.26 The electromagnetic spectrum. (From Incropera F. P., and D. P. DeWitt, Fundamentals of Heat

and Mass Transfer, 2nd ed. Copyright # 1985 by John Wiley & Sons, New York. Reprinted by permission.)
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Second, the emissive power is a direct measure of the total radiation emitted by an object.

However, energy is emitted by an ideal radiator over a range of wavelengths, and at any given

temperature the distribution of the energy emitted as a function of wavelength is unique. Max Planck

(1858–1947) developed the basis for the theory of quantum mechanics in 1900 as a result of

examining the wavelength distribution of radiation. He proposed the following equation to describe

the wavelength distribution of thermal radiation for an ideal or blackbody radiator:

Ebl ¼ 2phpc
2

l5 exp hpc=kBlT
	 
� 1

� � ð8:21Þ

where

Ebl ¼ total emissive power at the wavelength l
l¼ wavelength

c¼ speed of light in a vacuum ¼ 2.998 � 108 m/s

hp¼ Planck’s constant ¼ 6:6256 � 10�34 J s

kB¼ Boltzmann’s constant ¼ 1:3805 � 10�23 J=K

Figure 8.27 is a plot of this wavelength distribution for various temperatures. For the purposes of

radiative temperature measurements, it is crucial to note that the maximum energy emission shifts to

shorter wavelengths at higher temperatures. Our experiences confirm this behavior through

observation of color changes as a surface is heated.
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Figure 8.27 Planck distribution

of blackbody emissive power as a

function of wavelength. (From

Incropera F. P., and D. P. DeWitt,

Fundamentals of Heat and Mass

Transfer, 2nd ed. Copyright

# 1985 by John Wiley & Sons,

New York. Reprinted by

permission.)
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Consider an electrical heating element, as can be found in an electric oven. With no electric

current flow through the element, it appears almost black, its room temperature color. With a current

flow, the element temperature rises and it appears to change color to a dull red, and perhaps to a

reddish orange. If its temperature continued to increase, eventually it would appear white. This

change in color signifies a shift in the maximum intensity of the emitted radiation to shorter

wavelengths, out of the infrared and into the visible. There is also an increase in total emitted energy.

The Planck distribution provides a basis for the measurement of temperature through color

comparison.

Radiation Detectors

Radiative energy flux can be detected in a sensor by two basic techniques. The detector is subject to

radiant energy from the source whose temperature is to be measured. The first technique involves a

thermal detector in which absorbed radiative energy elevates the detector temperature, as shown in

Figure 8.28. These thermal detectors are certainly the oldest sensors for radiation, and the first such

detector can probably be credited to Sir William Herschel, who verified the presence of infrared

radiation using a thermometer and a prism. The equilibrium temperature of the detector is a direct

measure of the amount of radiation absorbed. The resulting rise in temperature must then be measured.

Thermopile detectors provide a thermoelectric power resulting from a change in temperature. A

thermistor can also be used as the detector, and results in a change in resistance with temperature.

A second basic type of detector relies on the interaction of a photon with an electron, resulting

in an electric current. In a photomultiplier tube, the emitted electrons are accelerated and used to

create an amplified current, which is measured. Photovoltaic cells may be employed as radiation

detectors. The photovoltaic effect results from the generation of a potential across a positive–

negative junction in a semiconductor when it is subject to a flux of photons. Electron-hole pairs are

formed if the incident photon has an energy level of sufficient magnitude. This process results

in the direct conversion of radiation into electrical energy, in high sensitivity, and in a fast response

time when used as a detector. In general, the photon detectors tend to be spectrally selective, so

that the relative sensitivity of the detector tends to change with the wavelength of the measured

radiation.

Many considerations enter into the choice of a detector for radiative measurements. If time

response is important, photon detectors are significantly faster than thermopile or thermistor

detectors, and therefore have a much wider frequency response. Photodetectors saturate, while

thermopile sensors may slowly change their characteristics over time. Some instruments have

variations of sensitivity with the incident angle of the incoming radiation; this factor may be

important for solar insolation measurements. Other considerations include wavelength sensitivity,

cost, and allowable operating temperatures.

3 21

Figure 8.28 Schematic of a basic

radiometer: (1) lens; (2) focusing mirror;
(3) detector (thermopile or thermistor).
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Radiative Temperature Measurements

Commercially applicable radiation thermometers vary widely in their complexity and the accuracy

of the resultant measurements. We will consider only the basic techniques that allow measurement

of temperature.

Radiometer

Perhaps the simplest form, a radiometer, measures a source temperature by measuring the voltage

output from a thermopile detector. A schematic of such a device is shown in Figure 8.28. The

increase in temperature of the thermopile is a direct indication of the temperature of the radiation

source. One application of this principle is in the measurement of total solar radiation incident upon

a surface. Figure 8.29 shows a schematic of a pyranometer, used to measure global solar irradiance.

It would have a hemispherical field of view, and measures both the direct or beam radiation, and

diffuse radiation. The diffuse and beam components of radiation can be separated by shading the

pyranometer from the direct solar radiation, thereby measuring the diffuse component.

Figure 8.30 shows infrared (IR) thermopile sensors that are manufactured using micromachin-

ing and advanced semiconductor processing methods. The hot junction of the thermopile is placed

under the IR filter and the cold junctions under the IR mask. Manufacturing methods allow hundreds

Diffuse
radiation

Radiation
from housing

Radiation
from dome

Thermopile
receiver

Direct
radiation

Dome

Figure 8.29 Pyranometer construction.

IR Filter

Mask

Hot junctions

Cold junctions

Figure 8.30 Industrial infrared (IR) thermopile sensor.
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of junctions to be created in a micro-device. These sensors form the basis for many practical

applications, ranging from timpanic thermometers to automatic climate control systems for

automotive applications.

Pyrometry

Optical pyrometry identifies the temperature of a surface by its color, or more precisely the color of

the radiation it emits. A schematic of an optical pyrometer is shown in Figure 8.31. A standard lamp

is calibrated so that the current flow through its filament is controlled and calibrated in terms of the

filament temperature. Comparison is made optically between the color of this filament and the

surface of the object whose temperature is being measured. The comparator can be the human eye.

Uncertainties in the measurement may be reduced by appropriately filtering the incoming light.

Corrections must be applied for surface emissivity associated with the measured radiation;

uncertainties vary with the skill of the user, and generally are on the order of 5�C. Replacing

the human eye with a different detector extends the range of useful temperature measurement and

reduces the random uncertainty.

The major advantage of an optical pyrometer lies in its ability to measure high temperatures

remotely. For example, it could be used to measure the temperature of a furnace without having any

sensor in the furnace itself. For many applications this provides a safe and economical means of

measuring high temperatures.

Optical Fiber Thermometers

The optical fiber thermometer is based on the creation of an ideal radiator that is optically coupled to

a fiber-optic transmission system (12, 13), as shown in Figure 8.32. The temperature sensor in this

system is a thin, single-crystal aluminum oxide (sapphire) fiber; a metallic coating on the tip of

the fiber forms a blackbody radiating cavity, which radiates directly along the sapphire crystal fiber.

The single-crystal sapphire fiber is necessary because of the high-temperature operation of the
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Appearance of lamp filament in eyepiece of optical pyrometer.
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Figure 8.31 Schematic diagram of a disappearing filament optical pyrometer.
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thermometer. The operating range of this thermometer is 300� to 1900�C. Signal transmission is

accomplished using standard, low-temperature fiber optics. A specific wavelength band of the

transmitted radiation is detected and measured, and these raw data are reduced to yield the

temperature of the blackbody sensor.

The absence of electrical signals associated with the sensor signal provides excellent immunity

from electromagnetic and radiofrequency interference. The measurement system has superior

frequency response and sensitivity. The system has been employed for measurement in combustion

applications. Temperature resolution of 0.1 mK is possible.

8.7 PHYSICAL ERRORS IN TEMPERATURE MEASUREMENT

In general, errors in temperature measurement derive from two fundamental sources. The first source

of errors derives from uncertain information about the temperature of the sensor itself. Such

uncertainties can result from random interpolation errors, calibration systematic errors, or a host

of other error sources. Instrument and procedural uncertainty in the sensor temperature can be reduced

by improved calibration or by changes in the measuring and recording instruments. However, errors in

temperature measurement can still occur even if the temperature of the sensor was measured exactly.

In such cases, the probe does not sense accurately the temperature it was intended to measure.

A list of typical errors associated with the use of temperature sensors is provided in Table 8.8.

Random errors in temperature measurements are a result of resolution limits of measuring and recording

equipment, time variations in extraneous variables, and other sources of variation. Thermocouples have

some characteristics that can lead to both systematic and random errors, such as the effect of extension

wires and connectors. Another major source of error for thermocouples involves the accuracy of the

reference junction. Ground loops can lead to spurious readings, especially when thermocouple outputs

are amplified for control or data-acquisition purposes. As with any measurement system, calibration of

the entire measurement system, in place if possible, is the best means of identifying error sources and

reducing the resulting measurement uncertainty to acceptable limits.

Insertion Errors

This discussion focuses on ensuring that a sensor output accurately represents the temperature it is

intended to measure. For example, suppose it is desired to measure the outdoor temperature. This

measurement could employ a large dial thermometer, which might be placed on a football field or a

tennis court in the direct sunlight, and assumed to represent ‘‘the temperature,’’ perhaps as high as

50�C (120�F). But what temperature is being indicated by this thermometer? Certainly the

thermometer is not measuring the air temperature, nor is it measuring the temperature of the field

or the court. The thermometer is subject to the very sources of error we wish to describe and analyze.

The thermometer, very simply, indicates its own temperature!

Optical path to
photodetector

1
2

3

Figure 8.32 Optical fiber thermometer: (1) blackbody

cavity (iridium film); (2) sapphire fiber (single crystal);

(3) protective coating (Al2O3).
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In our example, the temperature of the thermometer is the thermodynamic equilibrium tempera-

ture that results from the radiant energy gained from the sun, convective exchange with the air, and

conduction heat transfer with the surface on which it is resting. Considering the fact that these

thermometers typically have a glass cover that ensures a greenhouse effect, it is very likely that the

thermometer temperature is significantly higher than the air temperature.

The physical mechanisms that may cause a temperature probe to indicate a temperature

different from that intended include conduction, radiation, and velocity recovery errors. In any

real measurement system, their effects could be coupled, and therefore should not be considered

independently. However, for simplicity, we will consider each separately because our purpose is

to provide only estimates of the errors, and not to provide predictive techniques for correcting

measured temperatures. The goal of the measurement engineer should be to minimize these

errors, as far as possible, through the careful installation and design of temperature probes.

Conduction Errors

Errors that result from conduction heat transfer between the measuring environment and the ambient

are often called immersion errors. Consider the temperature probe shown in Figure 8.33. In many

circumstances, a temperature probe extends from the measuring environment through a wall into the

ambient environment, where indicating or recording systems are located. The probe and the

electrical leads form a path for the conduction of energy from the measuring environment to the

ambient. The fundamental nature of the error created by conduction in measured temperatures can

be illustrated by the model of a temperature probe shown in Figure 8.34. The essential physics of

Table 8.8 Measuring Errors Associated with Temperature Sensors

Random Errors

1. Imprecision of readings

2. Time and spatial variations

Systematic Errors

1. Insertion errors, heating or cooling of junctions

a. Conduction errors

b. Radiation errors

c. Recovery errors

2. Effects of plugs and extension wires

a. Nonisothermal connections

b. Loading errors

3. Ignorance of materials or material changes during measurements

a. Aging following calibration

b. Annealing effects

c. Cold work hardening

4. Ground loops

5. Magnetic field effects

6. Galvanic error

7. Reference junction inaccuracies
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immersion errors associated with conduction can be discerned by modeling the temperature probe as

a fin. Suppose we assume that the measured temperature is higher than the ambient temperature. If

we consider a differential element of the fin, as shown in Figure 8.34b, at steady state there is energy

conducted along the fin, and transferred by convection from its surface. The surface area for

convection is Pdx, where P is the perimeter or circumference. Applying the first law of thermo-

dynamics to this differential element yields

qxþdx � qx ¼ hP dx T xð Þ � T1½ 	 ð8:22Þ
where h is the convection coefficient. If q is expanded in a Taylor series about the point x, and the

substitutions

u ¼ T � T1 q ¼ �kA
dT

dx
m ¼

ffiffiffiffiffiffi
hP

kA

r
ð8:23Þ

are made, then the governing differential equation becomes

d2u

dx2
�m2u ¼ 0 ð8:24Þ

Here k is the effective thermal conductivity of the temperature probe. The solution to this

differential equation for the boundary conditions that the wall has a temperature Tw, or a normalized

value uw ¼ Tw � T1, and the end of the fin is small in surface area, is

T∞

Tp

Tw

Figure 8.33 Temperature probe inserted into

a measuring environment.

qx

qc

qx + dx

x
Perimeter, P

Cross-sectional
area, A

0

(a) (b)

w h, = 0

Figure 8.34 Model of a tempera-

ture probe as a one-dimensional

fin.

358 Chapter 8 Temperature Measurements



E1C08 09/14/2010 14:54:2 Page 359

u xð Þ
uw

¼ cosh mx

cosh mL
ð8:25Þ

The point x ¼ 0 is the location where the temperature is assumed to be measured, and therefore the

solution is evaluated at x ¼ 0 as

u 0ð Þ
uw

¼ T 0ð Þ � T1
Tw � T1

¼ 1

cosh mL
ð8:26Þ

From this analysis, the error due to conduction, ec, can be estimated. An ideal sensor would indicate

the fluid temperature T1; therefore, if the sensor temperature is Tp ¼ T 0ð Þ, then the conduction

error is

ec ¼ Tp � T1 ¼ Tw � T1
cosh mL

ð8:27Þ

Normally, the uncertainty due to conduction error is set at u¼ ec. The uncertainty interval may not

be symmetric.

Probe Design

The purpose of the preceding analysis is to gain some physical understanding of ways to minimize

conduction errors (not to correct inaccurate measurements). The behavior of this solution is such

that the ideal temperature probe would have Tp ¼ T1, or u 0ð Þ ¼ 0, implying that ec ¼ 0. Equation

8.26 shows that a value of u 0ð Þ 6¼ 0 results from a nonzero value of uw, and a finite value of cosh mL.

The difference between the fluid temperature being measured and the wall temperature should be as

small as possible; clearly, this implies that the wall should be insulated to minimize this temperature

difference, and the resulting conduction error.

The term ‘‘coshmL’’ should be as large as possible. The behavior of the cosh function is shown in

Figure 8.35. Since the hyperbolic cosine monotonically increases for increasing values of the

argument, the goal of a probe design should be to maximize the value of the product mL, or (hP/

kA)1/2L. In general, the thermal conductivity of a temperature probe and the convection coefficient are

not design parameters. Thus, two important conclusions are that the probe should be as small in

diameter as possible, and should be inserted as far as possible into the measuring environment away

from the bounding surface to make L large. A small diameter increases the ratio of the perimeter P to

the cross-sectional areaA. For a circular cross section, this ratio is4/D, whereD is the diameter. A good

rule of thumb based on Equation 8.27 is to have an L/D > 50 for negligible conduction error.

Although this analysis clearly indicates the fundamental aspects of conduction errors in

temperature measurements, it does not provide the capability to correct measured temperatures

x

1

y

y = cosh x

Figure 8.35 Behavior of the hyperbolic cosine.
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for conduction errors. Conduction errors should be minimized through appropriate design and

installation of temperature probes. Usually, the physical situation is sufficiently complex to preclude

accurate mathematical description of the measurement errors. Additional information on modeling

conduction errors may be found in Sparrow (14).

Radiation Errors

Consider a temperature probe used to measure a gas temperature. In the presence of significant

radiation heat transfer, the equilibrium temperature of a temperature probe may be different from the

fluid temperature being measured. Because radiation heat transfer is proportional to the fourth power

of temperature, the importance of radiation effects increases as the absolute temperature of the

measuring environment increases. The error due to radiation can be estimated by considering steady-

state thermodynamic equilibrium conditions for a temperature sensor. Consider the case where energy

is transferred to/from a sensor by convection from the environment and from/to the sensor by radiation

to a body at a different temperature, such as a pipe or furnace wall. For this analysis conduction is

neglected. A first law analysis of a system containing the probe, at steady-state conditions, yields

qc þ qr ¼ 0 ð8:28Þ
where

qc¼ convective heat transfer

qr¼ radiative heat transfer

The heat-transfer components can then be expressed in terms of the appropriate fundamental

relations as

qc ¼ hAs T1 � Tð Þ qr ¼ FAses T4
w � T4

	 
 ð8:29Þ
Assuming that the surroundings may be treated as a blackbody, the first law for a system consisting

of the temperature probe is

hAs T1 � Tp

	 
 ¼ FAses T4
p � T4

w

� �
ð8:30Þ

A temperature probe is generally small compared to its surroundings, which justifies the assumption

that the surroundings may be treated as black. The radiation error er is estimated by

er ¼ Tp � T1
	 
 ¼ Fes

h
T4
w � T4

p

� �
ð8:31Þ

where

s¼ the Stefan-Boltzmann constant (s ¼ 5.669 � 10�8 W/m2K4)

e¼ emissivity of the sensor

F¼ radiation view factor

Tp¼ probe temperature

Tw¼ temperature of the surrounding walls

T1¼ fluid temperature being measured

Again, if the sensor is small compared to the scale of the surroundings, the view factor from the

sensor to the surroundings may be taken as 1. Normally, the uncertainty due to radiation error is set

as u ¼ er . The uncertainty interval is not symmetrical and might be modeled as a uniform

(rectangular) distribution with bounds of 0 and er .
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Example 8.13

A typical situation where radiation would be important occurs in measuring the temperature of a

furnace. Figure 8.36 shows a small temperature probe for which conduction errors are negligible,

which is placed in a high-temperature enclosure, where the fluid temperature is T1 and the walls of

the enclosure are at Tw.

Convection and radiation are assumed to be the only contributing heat transfer modes at steady

state. Develop an expression for the equilibrium temperature of the probe. Also determine the

equilibrium temperature of the probe and the radiation error in the case where T1 ¼ 800�C,

Tw ¼ 500�C, and the emissivity of the probe is 0.8. The convective heat transfer coefficient is 100

W/m2�C.

KNOWN Temperatures T1 ¼ 800�C and Tw ¼ 500�C, with h ¼ 100 W/m2�C. The emissivity

of the probe is 0.8.

FIND An expression for the equilibrium temperature of the probe, and the resulting probe

temperature for the stated conditions.

ASSUMPTIONS The surroundings may be treated as black, and conduction heat transfer is

neglected.

SOLUTION The probe is modeled as a small, spherical body within the enclosed furnace; the

view factor from the probe to the furnace is 1. At steady state, an equilibrium temperature may be

found from an energy balance. The first law for a system consisting of the temperature probe from

Equation 8.30 is

h T1 � Tp

	 
þ se T4
w � T4

p

� �
¼ 0 ð8:32Þ

The probe is attempting to measure T1. Equation 8.32 yields an equilibrium temperature for

the probe of Tp ¼ 642.5�C. The predicted radiation error in this case can be as large as (from

Equation 8.31) �157.5�C. This result indicates that radiative heat transfer can create significant

measurement errors at elevated temperatures.

COMMENT Because the radiation error in this case can only lower the indicated

temperature, it is an example of a nonsymmetrical error (see Section 5.10). We can use

Temperature
probe

Radiation to
enclosure walls

Convection
from fluid

Surrounding
fluid

T∞ = 800 C
Enclosure

walls
Tw = 500 C Figure 8.36 Analysis of a temperature

probe in a radiative and convective

environment.
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this predicted value as an estimate of the uncertainty resulting from this effect, or we can use

the predicted value to correct the indicated value and assign a smaller uncertainty based on the

uncertainty in the correction.

Equation 8.31 and Equation 8.32, above, do not allow direct solution for the radiation error

because it contains the probe temperature raised to the fourth power. Any calculator or computer-

based method for the solution of nonlinear equations may be employed to affect the solution,

although a trial-and-error approach converges rapidly to the correct temperature.

Radiation Shielding

Radiation shielding is a key concept in controlling radiative heat transfer; shielding for radiation is

analogous to insulation to reduce conduction heat transfer. A radiation shield is an opaque surface

interposed between a temperature sensor and its radiative surroundings so as to reduce electro-

magnetic wave interchange. In principle, the shield attains an equilibrium temperature closer to the

fluid temperature than the surroundings. Because the probe can no longer ‘‘see’’ the surroundings,

with the radiation shield in place, the probe temperature is closer to the fluid temperature. Additional

information on radiation error in temperature measurements may be found in Sparrow (14). The

following example serves to demonstrate radiation errors and the effect of shielding.

Example 8.14

Consider again Example 8.13, where the oven is maintained at a temperature of 800�C. Because of

energy losses, the walls of the oven are cooler, having a temperature of 500�C. For the present case,

consider the temperature probe as a small, spherical object located in the oven, having no thermal

conduction path to the ambient. (All energy exchange is through convection and radiation.) Under

these conditions, the probe temperature is 642.5�C, as found in Example 8.13.

Suppose a radiation shield is placed between the temperature probe and the walls of the furnace,

which blocks the path for radiative energy transfer. Examine the effect of adding a radiation shield

on the probe temperature.

KNOWN A radiation shield is added to a temperature probe in an environment with T1 ¼
800�C and Tw ¼ 500�C.

FIND The radiation error in the presence of the shield.

ASSUMPTIONS The radiation shield completely surrounds the probe, and the surroundings

may be treated as a blackbody.

SOLUTION The shield equilibrium temperature is higher than the wall temperature by virtue

of convection with the fluid. As a result, the probe ‘‘sees’’ a higher temperature surface, and the

probe temperature is closer to the fluid temperature, resulting in less measurement error.

For a single radiation shield placed so that it completely surrounds the probe, which is small

compared to the size of the enclosure and has an emissivity of 1, the equilibrium temperature of the

shield can be determined from Equation 8.30. The temperature of the shield is found to be 628�C.

Because the sensor now ‘‘sees’’ the shield, rather than the wall, the temperature measured by the

probe is 697�C, which is also determined from Equation 8.30.
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One shield with an emissivity of 1 provides for an improvement over the case of no shields, but a

better choice of the surface characteristics of the shield material can result in much better

performance. If the shield has an emissivity of 0.1, the shield temperature rises to 756�C and

the probe temperature to 771�C.

COMMENT Shielding provides improved temperature measurements by reducing radiative

heat transfer. Another area for improvement in this temperature measurement could be the elevation

of the wall temperature through insulation. This discussion of radiation shielding serves to

demonstrate the usefulness of shielding as a means of improving temperature measurements in

radiative environments. As with conduction errors, the development should be used to guide the

design and installation of temperature sensors rather than to correct measured temperatures. Further

information on radiation errors may be found in Benedict (5).

Recovery Errors in Temperature Measurement

The kinetic energy of a gas moving at high velocity can be converted to sensible energy by reversibly

and adiabatically bringing the flow to rest at a point. The temperature resulting from this process is

called the stagnation or total temperature Tt. On the other hand, the static temperature of the gas, T1, is

the temperature that would be measured by an instrument moving at the local fluid velocity. From a

molecular point of view, the static temperature measures the magnitude of the random kinetic energy of

the molecules that comprise the gas, while the stagnation temperature includes both the directed and

random components of kinetic energy. Generally, the engineer would be content with knowledge of

either temperature, but in high-speed gas flows the sensor indicates neither temperature.

For negligible changes in potential energy, and in the absence of heat transfer or work, the

energy equation for a flow may be written in terms of enthalpy and kinetic energy as

h1 þ U2

2
¼ h2 ð8:33Þ

where state 2 refers to the stagnation condition, and state 1 to a condition where the gas is flowing

with the velocity U. Assuming ideal gas behavior, the enthalpy difference h2 � h1 may be expressed

as cp T2 � T1ð Þ, or in terms of static and stagnation temperatures

U2

2cP
¼ Tt � T1 ð8:34Þ

The term U2=2cp is called the dynamic temperature.

What implication does this have for the measurement of temperature in a flowing gas stream?

The physical nature of gases at normal pressures and temperatures is such that the velocity of the gas

on a solid surface is zero, because of the effects of viscosity. Thus, when a temperature probe is

placed in a moving fluid, the fluid is brought to rest on the surface of the probe. Deceleration of the

flow by the probe converts some portion of the directed kinetic energy of the flow to thermal energy,

and elevates the temperature of the probe above the static temperature of the gas. The fraction of the

kinetic energy recovered as thermal energy is called the recovery factor, r, defined as

r � Tp � T1
U2=2cp

ð8:35Þ
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where Tp represents the equilibrium temperature of the stationary (with respect to the flow) real

temperature probe. In general, r may be a function of the velocity of the flow, or more precisely, the

Mach number and Reynolds number of the flow, and the shape and orientation of the temperature

probe. For thermocouple junctions of round wire, Moffat (15) reports values of

r ¼ 0:68 � 0:07 95%ð Þ for wires normal to the flow

r ¼ 0:86 � 0:09 95%ð Þ for wires parallel to the flow

These recovery factor values tend to be constant at velocities for which temperature errors are

significant, usually flows where the Mach number is greater than 0.1. For thermocouples having a

welded junction, a spherical weld bead significantly larger than the wire diameter tends to a value of

the recovery factor of 0.75, for the wires parallel or normal to the flow. The relationships between

temperature and velocity for temperature probes with known recovery factors are

Tp ¼ T1 þ rU2

2cp
ð8:36Þ

or in terms of the recovery error, eU ,

eU ¼ Tp � T1 ¼ rU2

2cp
ð8:37Þ

The probe temperature is related to the stagnation temperature by

Tp ¼ Tt � 1 � rð ÞU2

2cp
ð8:38Þ

Fundamentally, in liquids the stagnation and static temperatures are essentially equal (5), and the

recovery error may generally be taken as zero for liquid flows. In any case, high-velocity flows are

rarely encountered in liquids.

Normally, the uncertainty assigned to the recovery error is set at u ¼ eU. The uncertainty

interval is often not symmetrical.

Example 8.15

A temperature probe having a recovery factor of 0.86 is to be used to measure a flow of air at

velocities up to the sonic velocity, at a pressure of 1 atm and a static temperature of 30�C. Calculate

the value of the recovery error in the temperature measurement as the velocity of the air flow

increases, from 0 to the speed of sound, using Equation 8.37.

KNOWN r ¼ 0:86 p1 ¼ 1 atm abs ¼ 101 kPa abs

M 
 1 T1 ¼ 30�C ¼ 303 K

FIND The recovery error as a function of air velocity.

ASSUMPTION Air behaves as an ideal gas.

SOLUTION Assuming that air behaves as an ideal gas, the speed of sound is expressed as

a ¼
ffiffiffiffiffiffiffiffiffi
kRT

p
ð8:39Þ

For air at 101 kPa and 303 K, with R¼ 0.287 kJ/kg K, the speed of sound is approximately 349 m/s.
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Figure 8.37 shows the error in temperature measurement as a function of Mach number for this

temperature probe. The Mach number is defined as the ratio of the flow velocity to the speed of

sound.

COMMENT Typically, the static and total temperatures of the flowing fluid stream are to be

determined from the measured probe temperature. In this case a second independent measurement

of the velocity is necessary.

8.8 SUMMARY

Temperature is a fundamentally important quantity in science and engineering, both in concept and

practice. As such, temperature is one of the most widely measured engineering variables, providing

the basis for a variety of control and safety systems. This chapter provides the basis for the selection

and installation of temperature sensors.

Temperature is defined for practical purposes through the establishment of a temperature scale,

such as the Kelvin scale, that encompasses fixed reference points and interpolation standards. The

International Temperature Scale 1990 is the accepted standard for temperature measurement.

The two most common methods of temperature measurement employ thermocouples and

resistance temperature detectors. Standards for the construction and use of these temperature

measuring devices have been established and provide the basis for selection and installation of

commercially available sensors and measuring systems.

Installation effects on the accuracy of temperature measurements are a direct result of the

influence of radiation, conduction, and convection heat transfer on the equilibrium temperature of

a temperature sensor. The installation of a temperature probe into a measuring environment can

be accomplished in such a way as to minimize the uncertainty in the resulting temperature

measurement.
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NOMENCLATURE

a speed of sound (lt�1)

bx systematic standard uncertainty in x

c speed of light in a vacuum (lt�1)

cp specific heat (l2t�2/�)

d thickness; diameter (l )

ec conduction temperature error (�)

eU recovery temperature error (�)
er radiation temperature error (�)

emf electromotive force

h convective heat transfer coefficient

(mt�3/�); enthalpy (l2t�2)

k thermal conductivity (mlt�3/�)
k ratio of specific heats

l length (l )

m
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hP=kA

p
(eq. 8.23) (l�2)

q heat flux (mt3)

r recovery factor

rc radius of curvature (l )

sx random standard uncertainty in x

u uncertainty

ud design-stage uncertainty

Ac cross-sectional area (l2)

As surface area (l2)

B systematic uncertainty

Ca coefficient of thermal expansion (ll�1/�)
D diameter (l )

Eb blackbody emissive power (mt�3)

Ebl spectral emissive power (mt�3)

Ei input voltage (V)

E1 voltage drop across R1 (V)

Eo output voltage (V)

F radiation view factor

I current (A)

L length of temperature probe (l )

P standard random uncertainty;

perimeter (l )

Q heat transfer (ml2t�3)

R resistance (V); gas constant (l2t�2/�)
R0 reference resistance (V)

RT thermistor resistance (V)
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T temperature (�)
T0 reference temperature (�)
Tp probe temperature (�)
Tw wall or boundary temperature (�)

T1 fluid temperature (�)
U fluid velocity (lt�1)

a temperature coefficient of resistivity (V/�)
aAB Seebeck coefficient

b material constant for thermistor resistance (�);

constant in polynomial expansion

AB Peltier coefficient (m l2t�3 A�l)

s Thomson coefficient (ml2t�3 A�l); Stefan-

Boltzmann constant for radiation (mt�3/

(�)4)

u nondimensional temperature

ux sensitivity index for variable x (uncertainty

analysis)

re resistivity (V, l )

d thermistor dissipation constant (ml2t�3/�)
e emissivity

PROBLEMS

8.1 Define and discuss the significance of the following terms, as they apply to temperature and

temperature measurements:

a. temperature scale

b. temperature standards

c. fixed points

d. interpolation

8.2 Fixed temperature points in the International Temperature Scale are phase equilibrium states for a

variety of pure substances. Discuss the conditions necessary within an experimental apparatus to

accurately reproduce these fixed temperature points. How would elevation, weather, and material

purity affect the uncertainty in these fixed points?

8.3 Calculate the resistance of a platinum wire that is 2 m in length and has a diameter of 0.1 cm. The

resistivity of platinum at 25�C is 9.83 � 10�6 V-cm. What implications does this result have for the

construction of a resistance thermometer using platinum?

8.4 Plot the resistance of a platinum wire that is 5 m long as a function of wire diameter ranging from 0.1

mm to 2 mm. Estimate the allowable tensile load for the 0.1 mm wire. (Hint: The modulus of

elasticity of platinum is 145 GPa.)

8.5 An RTD forms one arm of a Wheatstone bridge, as shown in Figure 8.38. The RTD is used to measure

a constant temperature, with the bridge operated in a balanced mode. The RTD has a resistance of

25 V at a temperature of 0�C, and a thermal coefficient of resistance, a ¼ 0.003925�C�1. The value

of the variable resistance R1 must be set to 37 V to balance the bridge circuit.

a. Determine the temperature of the RTD.

b. Compare this circuit to the equal-arm bridge in Example 8.2. Which circuit provides the greater

static sensitivity?

8.6 An RTD forms one arm R4ð Þ of a Wheatstone bridge, as shown in Figure 8.8. The RTD is used to

measure a constant temperature, with the bridge operated in deflection mode. The RTD has a

resistance of 25 V at a temperature of 0�C, and a thermal coefficient of resistance, a ¼
0.003925�C�1. If the RTD is subjected to a temperature of 100�C and the input voltage to the

bridge is 5V, what is the output voltage?
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8.7 Research and describe current state-of-the-art electronic modules to measure temperature using an

RTD sensor. List typical specifications that could be used in a design stage uncertainty analysis.

8.8 Estimate the required level of uncertainty in the measurement of resistance for a platinum RTD if

it is to serve as a local standard for the calibration of a temperature measurement system for an

uncertainty of �0.005�C. Assume R(0�C) ¼ 100 V.

8.9 A thermistor is placed in a 100�C environment, and its resistance measured as 20,000 V. The

material constant, b, for this thermistor is 3650�C. If the thermistor is then used to measure a

particular temperature, and its resistance is measured as 500 V, determine the thermistor

temperature.

8.10 Using a spreadsheet or similar software, reproduce Figure 8.11.

8.11 Define and discuss the following terms related to thermocouple circuits:

a. thermocouple junction

b. thermocouple laws

c. reference junction

d. Peltier effect

e. Seebeck coefficient

8.12 The thermocouple circuit in Figure 8.39 represents a J-type thermocouple with the reference junction

having T2 ¼ 0�C. The output emf is 13.777 mV. What is the temperature of the measuring junction,

T1?

8.13 The thermocouple circuit in Figure 8.39 represents a J-type thermocouple. The circuit produces an

emf of 15 mV for T1 ¼ 750�C. What is T2?

R1
R1= 25 Ω at

0 C and balanced
bridge conditions

R3R2

ei

G

RT
D

R2 = R3 = 100 Ω

Figure 8.38 Wheatstone bridge

circuit for Problem 8.5.

A

AB

T1

T2

2
Measuring

environment

1

Potentiometer

Figure 8.39 Thermocouple circuit for Problems 8.12

through 8.14; (1) measuring junction; (2) reference junction.
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8.14 The thermocouple circuit in Figure 8.39 is composed of copper and constantan and has an output

voltage of 6 mV for T1 ¼ 200�C. What is T2?

8.15 a. The thermocouple shown in Figure 8.40a yields an output voltage of 7.947 mV. What is the

temperature of the measuring junction?

b. The ice bath that maintains the reference junction temperature melts, allowing the reference

junction to reach a temperature of 25�C. If the measuring junction of (a) remains at the same

temperature, what voltage would be measured by the potentiometer?

c. Copper extension leads are installed as shown in Figure 8.40b. For an output voltage of 7.947 mV,

what is the temperature of the measuring junction?

8.16 A J-type thermocouple referenced to 70�F has a measured output emf of 2.878 mV. What is the

temperature of the measuring junction?

PotentiometerIron

Ice bath

Iron

Constantan
Measuring
junction

Reference
junction

(a)

(b)

Copper

Copper

Ice bath

Iron

Constantan
Measuring
junction

Reference
junction

Potentiometer

Figure 8.40 Schematic diagram for

Problem 8.15.
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8.17 A J-type thermocouple referenced to 0�C indicates 4.115 mV. What is the temperature of the

measuring junction?

8.18 A temperature measurement requires an uncertainty of �2�C (5%) at a temperature of 200�C. A

standard T-type thermocouple is to be used with a readout device that provides electronic ice-point

reference junction compensation, and has a stated instrument uncertainty of 0.5�C (95%) with 0.1�C
resolution. Determine whether the uncertainty constraint is met at the design stage.

8.19 A temperature difference of 3.0�C is measured using a thermopile having three pairs of measuring

junctions, arranged as shown in Figure 8.23.

a. Determine the output of the thermopile for J-type thermocouple wire, if all pairs of junctions sense

the 3.0�C temperature difference. The average temperature of the junctions is 80�C.

b. If the thermopile is constructed of wire that has a maximum emf variation from the NIST standard

values of �0.8% (95%), and the voltage measuring capabilities in the system are such that the

uncertainty is�0.0005 V (95%), perform an uncertainty analysis to estimate the uncertainty in the

measured temperature difference at the design stage.

8.20 Complete the following table for a J-type thermocouple:

Temperature (�C)

Measured Reference emf (mV)

100 0

0 �0.5

100 50

50 2.5

8.21 A J-type thermopile is constructed as shown in Figure 8.22, to measure a single temperature. For a

four-junction thermopile referenced to 0�C, what would be the emf produced at a temperature of

125�C? If a voltage measuring device was available that had a total uncertainty of �0.0001 V (95%),

how many junctions would be required in the thermopile to reduce the uncertainty in the measured

temperature to �0.1 �C (95%)?

8.22 You are employed as a heating, ventilating, and air conditioning engineer. Your task is to decide

where in a residence to place a thermostat, and how it is to be mounted on the wall. A thermostat

contains a bimetallic temperature measuring device that serves as the sensor for the control logic of

the heating and air conditioning system for the house. Consider the heating season. When the

temperature of the sensor falls 1�C below the set-point temperature of the thermostat, the furnace is

activated; when the temperature rises 1�C above the set point, the furnace is turned off. Discuss

where the thermostat should be placed in the house, what factors could cause the temperature of the

sensor in the thermostat to be different from the air temperature, and possible causes of discomfort

for the occupants of the house. How does the thermal capacitance of the temperature sensor affect the

operation of the thermostat? Why are thermostats typically set 5�C higher in the air conditioning

season?

8.23 A J-type thermocouple for use at temperatures between 0� and 100�C was calibrated at the steam

point in a device called a hypsometer. A hypsometer creates a constant temperature environment at

the saturation temperature of water, at the local barometric pressure. The steam-point temperature is

strongly affected by barometric pressure variations. Atmospheric pressure on the day of this
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calibration was 30.1 in. Hg. The steam-point temperature as a function of barometric pressure may be

expressed as

T st ¼ 212 þ 50:422
p

p0

� 1

� �
� 20:95

p

p0

� 1

� �2
�F½ 	

where p0 ¼ 29.921 in. Hg. At the steam point, the emf produced by the thermocouple, referenced to

0�C, is measured as 5.310 mV. Construct a calibration curve for this thermocouple by plotting the

difference between the thermocouple reference table value and the measured value (emfref �
emfmeas) versus temperature. What is this difference at 0�C? Suggest a means for measuring

temperatures between 0� and 100�C using this calibration, and estimate the contribution to the total

uncertainty.

8.24 A J-type thermocouple is calibrated against an RTD standard within �0.01�C (95%) between 0� and

200�C. The emf is measured with a potentiometer having 0.001 mV resolution and less than

0.015 mV (95%) systematic uncertainty. The reference junction temperature is provided by an ice

bath. The calibration procedure yields the following results:

TRTD (�C) 0.00 20.50 40.00 60.43 80.25 100.65

emf (mV) 0.010 1.038 2.096 3.207 4.231 5.336

a. Determine a polynomial to describe the relation between the temperature and thermocouple emf.

b. Estimate the uncertainty in temperature using this thermocouple and potentiometer.

c. Suppose the thermocouple is connected to a digital temperature indicator having a resolution of

0.1�C with 0.3�C (95%) systematic uncertainty. Estimate the uncertainty in indicated

temperature.

8.25 A beaded thermocouple is placed in a duct in a moving gas stream having a velocity of 200 ft/s. The

thermocouple indicates a temperature of 1400 R.

a. Determine the true static temperature of the fluid based on an estimate for velocity errors. Take the

specific heat of the fluid to be 0.6 Btu/lbm�R, and the recovery factor to be 0.22.

b. Estimate the possible error (uncertainty) in the thermocouple reading due to radiation if the walls

of the duct are at 1200�R. The view factor from the probe to the duct walls is 1, the convective

heat-transfer coefficient, h, is 30 Btu/hr-ft2-�R, and the emissivity of the temperature probe is 1.

8.26 Consider a welded thermocouple bead that experiences an air flow at 90 m/s. The thermocouple

indicates a temperature of 600�C. Determine the true static temperature of the air by correcting for

recovery errors assuming a recovery factor of 0.25.

8.27 It is desired to measure the static temperature of the air outside of an aircraft flying at 20,000 ft with a

speed of 300 miles per hour, or 438.3 ft/s. A temperature probe is used that has a recovery factor, r, of

0.75. If the static temperature of the air is 413 R, and the specific heat is 0.24 Btu/lbm R, what is the

temperature indicated by the probe? Local atmospheric pressure at 20,000 ft is approximately 970 lb/

ft2, which results in an air density of 0.0442 lbm/ft3. Discuss additional factors that might affect the

accuracy of the static temperature reading.

8.28 The static temperature of the air outside of an aircraft flying at 7000 m with a speed of 150 m/s is to

be measured. A temperature probe is used that has a recovery factor, r, of 0.75. If the static

temperature of the air is �35�C, and the specific heat is 1000 J/kg-K, what is the temperature
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indicated by the probe? Local atmospheric pressure at 7000 m is approximately 45 kPa, which results

in an air density of 0.66 kg/m3. Discuss additional factors that might affect the accuracy of the static

temperature reading.

8.29 Consider the typical construction of a sheathed thermocouple, as shown in Figure 8.41. Analysis of

this geometry to determine conduction errors in temperature measurement is difficult. Suggest a

method for placing a realistic upper limit on the conduction error for such a probe, for a specified

immersion depth into a convective environment.

8.30 An iron-constantan thermocouple is placed in a moving air stream in a duct, as shown in Figure 8.42.

The thermocouple reference junction is maintained at 212�F. The wall temperature, Tw, is 500�F, and

the air velocity is 200 ft/s. The emf output from the thermocouple is 14.143 mV.

a. Determine the thermocouple junction temperature.

b. By considering recovery and radiation errors, estimate the possible value for total error in the

indicated temperature. Discuss whether this estimate of the measurement error is conservative,

and why or why not. The heat-transfer coefficient may be taken as 70 Btu/hr-ft2-�F.

Air Properties Thermocouple Properties

cp ¼ 0.24 Btu/lbm�F r ¼ 0.7

U ¼ 200 ft/s e ¼ 0:25

8.31 An iron-constantan thermocouple is placed in a moving air stream in a duct, as shown in Figure 8.42.

The air flows at 70 m/s. The emissivity of the thermocouple is 0.5 and the recovery factor is 0.6. The

wall temperature, Tw is 300�C. The thermocouple reference junction is maintained at 100�C. The emf

output from the thermocouple is 16 mV.

a. Determine the thermocouple junction temperature.

Insulating
material

Thermocouple

Stainless-steel
sheath

Figure 8.41 Typical construction of a sheathed thermocouple.

Tref

emf

Air

U = 200 ft/s

Tw = 260 C

Figure 8.42 Schematic diagram for

Problems 8.30 and 8.31.
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b. By considering recovery and radiation errors, estimate the possible value for total error in the

indicated temperature. Discuss whether this estimate of the measurement error is conservative,

and why or why not. The heat-transfer coefficient may be taken as 100 W/m2K.

8.32 In Example 8.5, an uncertainty value for RT was determined at 125�C as BRT
¼ 247 V (95%). Show

that this value is correct by performing an uncertainty analysis on RT. In addition, determine the value

of BRT
at the temperatures 150�C and 100�C. What error is introduced into the uncertainty analysis

for b by using the value of BRT
at 125�C?

8.33 The thermocouple circuit shown in Figure 8.43 measures the temperature T1. The potentiometer

limits of error are given as:

Limits of error: �0.05% (95%) of reading þ15 mV at 25�C

Resolution: 5 mV

Give a best estimate for the temperature T1, if the output emf is 9 mV.

8.34 A concentration of salt of 600 ppm in tap water causes a 0.05�C change in the freezing point of water.

For an ice bath prepared using tap water and ice cubes from tap water at a local laboratory and having

1500 ppm of salts, determine the error in the ice-point reference. Upon repeated measurements, is

this error manifested as a systematic or random error? Explain.

8.35 A platinum RTD (a ¼ 0.00392�C�1) is to be calibrated in a fixed-point environment. The probe is

used in a balanced mode with a Wheatstone bridge, as shown in Figure 8.44. The bridge resistances

are known to an uncertainty of �0.001 V (95%). At 0�C the bridge balances when Rc ¼ 100.000 V.

At 100�C the bridge balances when Rc ¼ 139.200 V.

a. Find the RTD resistance corresponding to 0�C and 100�C, and the uncertainty in each value.

b. Calculate the uncertainty in determining a temperature using this RTD–bridge system for a

measured temperature that results in Rc ¼ 300 V. Assume ua ¼ �1 � 10�5/�C (95%).

Connecting
block

Potentiometer

uCeF

uCnC
T1

T = 25  0.2 C
T = 21.5

 0.2 C

Figure 8.43 Thermocouple circuit

for Problem 8.33.

Rc

Ra = 100 Ω

RT
D

Rb = 100 Ω

Figure 8.44 Bridge circuit for Problem 8.35.
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8.36 A T-type thermopile is used to measure temperature difference across insulation in the ceiling of a

residence in an energy monitoring program. The temperature difference across the insulation is used

to calculate energy loss through the ceiling from the relationship

Q ¼ kAc DT=Lð Þ
where

Ac¼ ceiling area ¼ 15 m2

k¼ insulation thermal conductivity �0.4W/m�C
L¼ insulation thickness ¼ 0.25 m

DT¼ temperature difference ¼ 5�C

Q¼ heat loss(W)

The value of the temperature difference is expected to be 5�C, and the thermocouple emf is

measured with an uncertainty of �0.04 mV. Determine the required number of thermopile junctions

to yield an uncertainty in Q of �5% (95%), assuming the uncertainty in all variables other than DT
may be neglected.

8.37 A T-type thermocouple referenced to 0�C is used to measure the temperature of boiling water. What

is the emf of this circuit at 100�C?

8.38 AT-type thermocouple referenced to 0�C develops an output emf of 1.2 mV. What is the temperature

sensed by the thermocouple?

8.39 A temperature measurement system consists of a digital voltmeter and a T-type thermocouple. The

thermocouple leads are connected directly to the voltmeter, which is placed in an air conditioned

space at 25�C. The output emf from the thermocouple is 10 mV. What is the measuring junction

temperature?

8.40 The result of more than 60 temperature measurements over time during fixed conditions in a furnace

determines �T ¼ 624:7 �C with s�T ¼ 2:4�C. The engineer suspects a radiation systematic error. The

walls of the furnace are at 400�C, so that the actual temperature in the furnace may be larger than

624.7, but not less. As such, the lower bound of error is 0�C relative to the measured mean value.

Estimate the radiation error in the measurement; assume reasonable values for the heat transfer

parameters. Develop a statement for the true mean temperature with its confidence interval assuming

the systematic errors follow a rectangular distribution with upper bound from your estimate and

lower bound 0�C relative to the measured mean value.

8.41 Flexivity, k, is a property of bimetallic strips that if known allows the radius of curvature to be

calculated directly as

rc ¼ d

2k T2 � T1ð Þ
where T2 is the temperature of interest, T1 is the assembly temperature of the bimetallic strip, and rc
is infinite. If a 3-cm strip is assembled at 25�C, plot the shape of the strip at temperatures of 50�C,

75�C, and 100�C for a k value of 7:3 � 10�5 K�1.
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Chapter 9

Pressure and Velocity Measurements

9.1 INTRODUCTION

This chapter introduces methods to measure the pressure and the velocity within fluids. Instruments

and procedures for establishing known values of pressure for calibration purposes, as well as various

types of transducers for pressure measurement, are discussed. Pressure is measured in static systems

and in moving fluid systems. We also discuss well-established methods measuring the local and full-

field velocity within a moving fluid. Finally, we present practical considerations, including common

error sources, for pressure and velocity measurements. Although there are various practical test

standards for pressure, many of which are applied to a specific application or measuring device, the

American Society of Mechanical Engineers’ Performance Test Code (ASME PTC) 19.2 provides an

overview of basic pressure concepts and measuring instruments that has become the accepted

standard (1).

Upon completion of this chapter, the reader will be able to

� explain absolute and gauge pressure concepts and describe the working standards that

measure pressure directly,

� explain the physical principles underlying mechanical pressure measurements and the various

types of transducers used to measure pressure,

� explain pressure concepts related to static systems or with moving fluids,

� analyze the dynamic behavior of pressure system response due to transmission line effects,

and

� explain the physical principles underlying various velocity measurement methods and their

practical use.

9.2 PRESSURE CONCEPTS

Pressure represents a contact force per unit area. It acts inwardly, and normally to a surface. To better

understand the origin and nature of pressure, consider the measurement of pressure at the wall of a

vessel containing an ideal gas. As a gas molecule with some amount of momentum collides with this

solid boundary, it rebounds off in a different direction. From Newton’s second law, we know that this

change in linear momentum of the molecule produces an equal but opposite (normal, inward) force

on the boundary. It is the net effect of these collisions averaged over brief instants in time that yields

the pressure sensed at the boundary surface. Because there are so many molecules per unit volume
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involved (e.g., in a gas there are roughly 1016 molecules per mm3), pressure is usually considered to

be continuous. Factors that affect the frequency or the number of the collisions, such as temperature

and fluid density, affect the pressure. In fact, this reasoning is the basis of the kinetic theory from

which the ideal gas equation of state is derived.

A pressure scale must be related to molecular activity, since a lack of any molecular activity

must form the limit of absolute zero pressure. A pure vacuum, which contains no molecules,

provides the limit for a primary standard for absolute zero pressure. As shown in Figure 9.1, the

absolute pressure scale is quantified relative to this absolute zero pressure. The pressure under

standard atmospheric conditions is defined as 1.01320 � 105 Pa absolute (where 1 Pa ¼ 1 N/m2) (2).

This is equivalent to

101.32 kPa absolute

1 atm absolute

14.696 lb/in.2 absolute (written as psia)

1.013 bar absolute (where 1 bar ¼ 100 kPa)

The term ‘‘absolute’’ might be abbreviated as ‘‘a’’ or ‘‘abs.’’

Also indicated in Figure 9.1 is a gauge pressure scale. The gauge pressure scale is measured

relative to some absolute reference pressure, which is defined in a manner convenient to the

measurement. The relation between an absolute pressure, pabs, and its corresponding gauge pressure,

pgauge, is given by

pgauge ¼ pabs � p0 ð9:1Þ

where p0 is a reference pressure. A commonly used reference pressure is the local absolute

atmospheric pressure. Absolute pressure is a positive number. Gauge pressure can be positive or

negative depending on the value of measured pressure relative to the reference pressure. A

differential pressure, such as p1 � p2, is a relative measure of pressure.

Gauge system
pressure

101.325 kPa abs.
14.696 psia

760 mm Hg abs.
29.92 in Hg abs.

Local
reference
pressure

System
pressure

Perfect
vacuum

Absolute
system

pressure

Absolute
reference
pressure

Standard
atmospheric

pressure

Figure 9.1 Relative pressure scales.

376 Chapter 9 Pressure and Velocity Measurements



E1C09 09/14/2010 15:4:52 Page 377

Pressure can also be described in terms of the pressure exerted on a surface that is submerged in

a column of fluid at depth h, as depicted in Figure 9.2. From hydrostatics, the pressure at any depth

within a fluid of specific weight g can be written as

pabsðhÞ ¼ pðh0Þ þ gh ¼ p0 þ gh ð9:2Þ
where p0 is the pressure at an arbitrary datum line at h0, and h is measured relative to h0. The fluid

specific weight is given by g ¼ rg where r is the density. When Equation 9.2 is rearranged, the

equivalent head of fluid at depth h becomes

h ¼ pabsðhÞ � pðhÞ�=g ¼ pabs � p0ð Þ =g½ ð9:3Þ
The equivalent pressure head at one standard atmosphere (p0 ¼ 0 absolute) is

760 mm Hg abs ¼ 760 torr abs ¼ 1 atm abs

¼ 10; 350:8 mm H2O abs ¼ 29:92 in Hg abs

¼ 407:513 in H2O abs

The standard is based on mercury (Hg) with a density of 0.0135951 kg/cm3 at 0�C and water at

0.000998207 kg/cm3 at 20�C (2).

Example 9.1

Determine the absolute and gauge pressures and the equivalent pressure head at a depth of 10 m

below the free surface of a pool of water at 20�C.

KNOWN h ¼ 10 m; where h0 ¼ 0 is the free surface

T ¼ 20�C
rH2O ¼ 998:207 kg/m3

Specific gravity of mercury, SHg ¼ 13.57

ASSUMPTION p(h0) ¼ 1.0132 � 105 Pa abs

FIND pabs, pgauge, and h

h
h

p(h) Surface of area, A
at depth, h

Fluid specific weight, 

+

p(h) = p0 + h

Free surface at h0, p0p0 = p(h0)

Figure 9.2 Hydrostatic-equivalent pressure

head and pressure.
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SOLUTION The absolute pressure is found directly from Equation 9.2. Using the pressure at

the free surface as the reference pressure and the datum line for h0, the absolute pressure must be

pabsðhÞ ¼ 1:0132 � 105 N=m2 þ 997:4 kg=m3ð Þ 9:8 m=s2ð Þ 10 mð Þ
1 kg-m=N-s2

¼ 1:9906 � 105 N=m2 abs

This is equivalent to 199.06 kPa abs or 1.96 atm abs or 28.80 lb/in.2 abs or 1.99 bar abs.

The pressure can be described as a gauge pressure by referencing it to atmospheric pressure.

From Equation 9.1,

pðhÞ ¼ pabs � p0 ¼ gh

¼ 9:7745 � 104 N=m2

which is also equivalent to 97.7 kPa or 0.96 atm or 14.1 lb/in.2 or 0.98 bar.

We can express this pressure as an equivalent column of liquid,

h¼ pabs � p0

rg
¼ 1:9906 � 105
� �� 1:0132 � 105

� �
N=m2

998:2 kg=m3ð Þ 9:8 m=s2ð Þ 1 N-s2=kg-mð Þ
¼ 10 m H2O

9.3 PRESSURE REFERENCE INSTRUMENTS

The units of pressure can be defined through the standards of the fundamental dimensions of mass,

length, and time. In practice, pressure transducers are calibrated by comparison against certain

reference instruments, which also serve as pressure measuring instruments. This section discusses

several basic pressure reference instruments that can serve either as working standards or as

laboratory instruments.

McLeod Gauge

The McLeod gauge, originally devised by Herbert McLeod in 1874 (3), is a pressure-measuring

instrument and laboratory reference standard used to establish gas pressures in the subatmospheric

range of 1 mm Hg abs down to 0.1 mm Hg abs. A pressure that is below atmospheric pressure is also

called a vacuum pressure. One variation of this instrument is sketched in Figure 9.3a, in which the

gauge is connected directly to the low-pressure source. The glass tubing is arranged so that a sample

of the gas at an unknown low pressure can be trapped by inverting the gauge from the sensing

position, depicted as Figure 9.3a, to that of the measuring position, depicted as Figure 9.3b. In this

way, the gas trapped within the capillary is isothermally compressed by a rising column of mercury.

Boyle’s law is then used to relate the two pressures on either side of the mercury to the distance of

travel of the mercury within the capillary. Mercury is the preferred working fluid because of its high

density and very low vapor pressure.

At the equilibrium and measuring position, the capillary pressure, p2, is related to the unknown

gas pressure to be determined, p1, by p2 ¼ p1ð81=82Þ where 81 is the gas volume of the gauge in

Figure 9.3a (a constant for a gauge at any pressure), and 82 is the capillary volume in Figure 9.3b.

But 82 ¼ Ay, where A is the known cross-sectional area of the capillary and y is the vertical length of
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the capillary occupied by the gas. With g as the specific weight of the mercury, the difference in

pressures is related by p2 � p1 ¼ gy such that the unknown gas pressure is just a function of y:

p1 ¼ gAy2=ð81 � AyÞ ð9:4Þ
In practice, a commercial McLeod gauge has the capillary etched and calibrated to indicate

either pressure, p1, or its equivalent head, p1/g, directly. The McLeod gauge generally does not

require correction. The reference stem offsets capillary forces acting in the measuring capillary.

Instrument systematic uncertainty is on the order of 0.5% (95%) at 1 mm Hg abs and increases to 3%

(95%) at 0.1 mm Hg abs.

Barometer

A barometer consists of an inverted tube containing a fluid and is used to measure atmospheric

pressure. To create the barometer, the tube, which is sealed at only one end, is evacuated to zero

absolute pressure. The tube is immersed with the open end down within a liquid-filled reservoir as

shown in the illustration of the Fortin barometer in Figure 9.4. The reservoir is open to atmospheric

pressure, which forces the liquid to rise up the tube.

From Equations 9.2 and 9.3, the resulting height of the liquid column above the reservoir free

surface is a measure of the absolute atmospheric pressure in the equivalent head (Eq. 9.3).

Evangelista Torricelli (1608–1647), a colleague of Galileo, can be credited with developing and

interpreting the working principles of the barometer in 1644.

As Figure 9.4 shows, the closed end of the tube is at the vapor pressure of the barometric liquid

at room temperature. So the indicated pressure is the atmospheric pressure minus the liquid vapor

pressure. Mercury is the most common liquid used because it has a very low vapor pressure, and so,

for practical use, the indicated pressure can be taken as the local absolute barometric pressure.

However, for very accurate work the barometer needs to be corrected for temperature effects, which

p1

(a) Sensing position

Pressure
sensing

port

(b) Indicating position

Reference
capillary

Zero line

Measuring
capillary

p1

p2

y

Figure 9.3 McLeod gauge.
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change the vapor pressure, for temperature and altitude effects on the weight of mercury, and for

deviations from standard gravity (9.80665 m/s2 or 32.17405 ft/s2). Correction curves are provided

by instrument manufacturers.

Barometers are used as local standards for the measurement of absolute atmospheric pressure.

Under standard conditions for pressure temperature and gravity, the mercury rises 760 mm (29.92

in.) above the reservoir surface. The U.S. National Weather Service always reports a barometric

pressure that has been corrected to sea-level elevation.

Manometer

A manometer is an instrument used to measure differential pressure based on the relationship

between pressure and the hydrostatic equivalent head of fluid. Several design variations are

Glass cylinder
reservoir Zeroing

pointer

Adjusting
screw

Mercury vapor at
vapor pressure

Closed end

Meniscus

Liquid
mercury

Glass
tube

Scale

Figure 9.4 Fortin barometer.
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available, allowing measurements ranging from the order of 0.001 mm of manometer fluid to several

meters.

The U-tube manometer in Figure 9.5 consists of a transparent tube filled with an indicating

liquid of specific weight gm. This forms two free surfaces of the manometer liquid. The difference in

pressures p1 and p2 applied across the two free surfaces brings about a deflection, H, in the level of

the manometer liquid. For a measured fluid of specific weight g, the hydrostatic equation can be

applied to the manometer of Figure 9.5 as

p1 ¼ p2 þ gxþ gmH � gðH þ xÞ
which yields the relation between the manometer deflection and applied differential pressure,

p1 � p2 ¼ gm � gð ÞH ð9:5Þ
From Equation 9.5, the static sensitivity of the U-tube manometer is given by

K ¼ 1=ðgm � gÞ. To maximize manometer sensitivity, we want to choose manometer liquids

that minimize the value of (gm � g). From a practical standpoint the manometer fluid must not

be soluble with the working fluid. The manometer fluid should be selected to provide a

deflection that is measurable yet not so great that it becomes awkward to observe.

A variation in the U-tube manometer is the micromanometer shown in Figure 9.6. These

special-purpose instruments are used to measure very small differential pressures, down to

0.005 mm H2O (0.0002 in. H2O). In the micromanometer, the manometer reservoir is moved

up or down until the level of the manometer fluid within the reservoir is at the same level as a set

mark within a magnifying sight glass. At that point the manometer meniscus is at the set mark, and

this serves as a reference position. Changes in pressure bring about fluid displacement so that the

reservoir must be moved up or down to bring the meniscus back to the set mark. The amount of this

repositioning is equal to the change in the equivalent pressure head. The position of the reservoir is

controlled by a micrometer or other calibrated displacement measuring device so that relative

changes in pressure can be measured with high resolution.

H

x

p1 p2

m

Figure 9.5 U-tube manometer.
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The inclined tube manometer is also used to measure small changes in pressure. It is essentially

a U-tube manometer with one leg inclined at an angle u, typically from 10 to 30 degrees relative to

the horizontal. As indicated in Figure 9.7, a change in pressure equivalent to a deflection of height H

in a U-tube manometer would bring about a change in position of the meniscus in the inclined leg of

L ¼ H/sin u. This provides an increased sensitivity over the conventional U-tube by the factor of

1/sin u.

A number of elemental errors affect the instrument uncertainty of all types of manometers.

These include scale and alignment errors, zero error, temperature error, gravity error, and capillary

and meniscus errors. The specific weight of the manometer fluid varies with temperature but can be

corrected. For example, the common manometer fluid of mercury has a temperature dependence

approximated by

gHg ¼ 133:084

1 þ 0:00006T
N=m3
� � ¼ 848:707

1 þ 0:000101 T � 32ð Þ lb=ft3
� �

with T in �C or �F, respectively. A gravity correction for elevation z and latitude f corrects for

gravity error effects using the dimensionless correction,

e1 ¼ �ð2:637 � 10�3 cos2fþ 9:6 � 10�8 zþ 5 � 10�5ÞUS ð9:6aÞ

¼ �ð2:637 � 10�3 cos2fþ 2:9 � 10�8 zþ 5 � 10�5Þmetric ð9:6bÞ
where f is in degrees and z is in feet for Equation 9.6a and meters in Equation 9.6b. Tube-to-liquid

capillary forces lead to the development of a meniscus. Although the actual effect varies with purity

of the manometer liquid, these effects can be minimized by using manometer tube bores of greater

than about 6 mm (0.25 in.). In general, the instrument uncertainty in measuring pressure can be as

low as 0.02% to 0.2% of the reading.

Inclined tube

Meniscus

Set
mark

Micrometer
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Figure 9.6 Micromanometer.
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Example 9.2

A high-quality U-tube manometer is a remarkably simple instrument to make. It requires only a

transparent U-shaped tube, manometer fluid, and a scale to measure deflection. While a U-shaped

glass tube of 6 mm or greater internal bore is preferred, a length of 6-mm i.d. (inside diameter) thick-

walled clear tubing from the hardware store and bent to a U-shape works fine for many purposes.

Water, alcohol, or mineral oil are all readily available nontoxic manometer fluids with tabulated

properties. A sheet of graph paper or a ruler serves to measure meniscus deflection. There is a limit

to the magnitude of pressure differential that can be measured, although use of a step stool extends

this range. Tack the components to a board and the resulting instrument is accurate for measuring

manometer deflections down to one-half the resolution of the scale in terms of fluid used!

The U-tube manometer is a practical tool useful for calibrating other forms of pressure

transducers in the pressure range spanning atmospheric pressure levels. As one example, the ad-hoc

U-tube described is convenient for calibrating surgical pressure transducers over the physiological

pressure ranges.

Example 9.3

An inclined manometer with the inclined tube set at 30 degrees is to be used at 20�C to measure an

air pressure of nominal magnitude of 100 N/m2 relative to ambient. Manometer ‘‘unity’’ oil (S¼ 1)

is to be used. The specific weight of the oil is 9770 � 0.5% N/m2 (95%) at 20�C, the angle of

inclination can be set to within 1 degree using a bubble level, and the manometer resolution is 1 mm

with a manometer zero error equal to its interpolation error. Estimate the uncertainty in indicated

differential pressure at the design stage.

KNOWN p ¼ 100 N/m2 (nominal)

Manometer

Resolution: 1 mm

Zero error: 0.5 mm

u ¼ 30 � 1� (95% assumed)

gm ¼ 9770 � 0.5% N/m3 (95%)

p2

p1

Inclined tube

0

L

H = L sin 

Figure 9.7 Inclined tube

manometer.
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ASSUMPTIONS Temperature and capillary effects in the manometer and gravity error in the

specific weights of the fluids are negligible. The degrees of freedom in the stated uncertainties are

large.

FIND ud

SOLUTION The relation between pressure and manometer deflection is given by Equation 9.5

with H ¼ L sin u:

Dp ¼ p1 � p2 ¼ Lðgm � gÞ sin u

where p2 is the ambient pressure so that Dp is the nominal pressure relative to the ambient. For a

nominal Dp ¼ 100 N/m2, the nominal manometer rise L would be

L ¼ Dp

gm � gð Þsin u
� Dp

gmsin u
¼ 21 mm

where gm 	 g and the value for g and its uncertainty are neglected. For the design stage analysis,

p ¼ f ðgm; L; uÞ, so that the uncertainty in pressure, Dp, is estimated by

udð Þp ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
qDp
qgm

udð Þgm
� �2

þ qDp
qL

udð ÞL
� �2

þ qDp
qu

udð Þu
� �2

s

At assumed 95% confidence levels, the manometer specific weight uncertainty and angle

uncertainty are estimated from the problem as

udð Þgm ¼ 9770 N=m3ð Þ 0:005ð Þ � 49 N=m3

udð Þu ¼ 1 degree ¼ 0:0175 rad

The uncertainty in estimating the pressure from the indicated deflection is due both to the

manometer resolution, uo, and the zero point offset error, which we take as its instrument error, uc.

Using the uncertainties associated with these errors,

udð ÞL ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2
o þ u2

c

q
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð0:5 mmÞ2 þ ð0:5 mmÞ2

q
¼ 0:7 mm

Evaluating the derivatives and substituting values gives a design-stage uncertainty interval of a

measured Dp of

udð ÞDp ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð0:26Þ2 þ ð3:42Þ2 þ ð3:10Þ2

q
¼ �4:6N=m2 ð95%Þ

COMMENT At a 30-degree inclination and for this pressure, the uncertainty in pressure is

affected almost equally by the instrument inclination and the deflection uncertainties. As the

manometer inclination is increased to a more vertical orientation, that is, toward the U-tube

manometer, inclination uncertainty becomes less important and is negligible near 90 degrees.

However, for a U-tube manometer, the deflection is reduced to less than 11 mm, a 50% reduction in

manometer sensitivity, with an associated design-stage uncertainty of 6.8 N/m2 (95%).

Deadweight Testers

The deadweight tester makes direct use of the fundamental definition of pressure as a force per

unit area to create and to determine the pressure within a sealed chamber. These devices are a
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common laboratory standard for the calibration of pressure-measuring devices over the

pressure range from 70 to 7 � 107 N/m2 (0.01 to 10,000 psi). A deadweight tester, such as

that shown in Figure 9.8, consists of an internal chamber filled with an oil and a close-fitting

piston and cylinder. Chamber pressure acts on the end of the carefully machined piston. A static

equilibrium exists when the external pressure exerted by the piston on the fluid balances the

chamber pressure. This external piston pressure is created by a downward force acting over the

equivalent area Ae of the piston. The weight of the piston plus the additional weight of

calibrated masses are used to provide this external force F. At static equilibrium the piston

floats and the chamber pressure can be deduced as

p ¼ F

Ae

þ
X

error corrections ð9:7Þ

A pressure transducer can be connected to a reference port and calibrated by comparison to the

chamber pressure. For most calibrations, the error corrections can be ignored.

When error corrections are applied, the instrument uncertainty in the chamber pressure using a

deadweight tester can be as low as 0.005% to 0.01% of the reading. A number of elemental errors

contribute to Equation 9.7, including air buoyancy effects, variations in local gravity, uncertainty in

the known mass of the piston and added masses, shear effects, thermal expansion of the piston area,

and elastic deformation of the piston (1).

An indicated pressure, pi, can be corrected for gravity effects, e1, from Equation 9.6a or 9.6b,

and for air buoyancy effects, e2, by

p ¼ pi 1 þ e1 þ e2ð Þ ð9:8Þ
where

e2 ¼ �gair=gmasses ð9:9Þ
The tester fluid lubricates the piston so that the piston is partially supported by the shear forces

in the oil in the gap separating the piston and the cylinder. This error varies inversely with the tester

fluid viscosity, so high-viscosity fluids are preferred. In a typical tester, the uncertainty due to this

error is less than 0.01% of the reading. At high pressures, elastic deformation of the piston affects the

actual piston area. For this reason, the effective area is based on the average of the piston and

cylinder diameters.

Reference
pressure port

Oil p

Oil reservoir
Piston

Applied
force

Adjustable
plunger

Ae

F

Figure 9.8 Deadweight tester.
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Example 9.4

A deadweight tester indicates 100.00 lb/in.2 (i.e., 100.00 psi), at 70�F in Clemson, SC (f ¼ 34�,
z ¼ 841 ft). Manufacturer specifications for the effective piston area were stated at 72�F so that

thermal expansion effects remain negligible. Take gair ¼ 0.076 lb/ft3 and gmass ¼ 496 lb/ft3. Correct

the indicated reading for known errors.

KNOWN pi ¼ 100:00 psi; z ¼ 841 ft; f ¼ 34�

ASSUMPTION Systematic error corrections for altitude and latitude apply

FIND p

SOLUTION The corrected pressure is found using Equation 9.8. From Equation 9.9, the

correction for buoyancy effects is

e2 ¼ �gair=gmasses ¼ �0:076=496 ¼ �0:000154

The correction for gravity effects is from Equation 9.6a:

e1 ¼ �ð2:637 � 10�3 cos2fþ 9:6 � 10�8 zþ 5 � 10�5Þ
¼ �ð0:0010 þ 8 � 10�5 þ 5 � 10�5Þ ¼ �0:001119

From Equation 9.8, the corrected pressure becomes

p ¼ 100:00 � ð1 � 0:000154 � 0:001119Þ lb=in:2 ¼ 99:87 lb=in:2

COMMENT This amounts to correcting an indicated signal for known systematic errors. Here

that correction is � 0.13%.

9.4 PRESSURE TRANSDUCERS

A pressure transducer is a device that converts a measured pressure into a mechanical or electrical

signal. The transducer is actually a hybrid sensor-transducer. The primary sensor is usually an elastic

element that deforms or deflects under the measured pressure relative to a reference pressure. Several

common elastic elements used, as shown in Figure 9.9, include the Bourdon tube, bellows, capsule, and

diaphragm. A secondary transducer element converts the elastic element deflection into a readily

measurable signal such as an electrical voltage or mechanical rotation of a pointer. There are many

methods available to perform this transducer function, and we examine a few common ones.

General categories for pressure transducers are absolute, gauge, vacuum, and differential.

These categories reflect the application and reference pressure used. Absolute transducers have a

sealed reference cavity held at a pressure of absolute zero, enabling absolute pressure measure-

ments. Gauge transducers have the reference cavity open to atmospheric pressure and are intended

to measure above or below atmospheric pressure or both. Differential transducers measure the

difference between two applied pressures. Vacuum transducers are a special form of absolute

transducer for low-pressure measurements.

Pressure transducers are subject to some or all of the following elemental errors: resolution,

zero shift error, linearity error, sensitivity error, hysteresis, noise, and drift due to environmental

temperature changes. Electrical transducers are also subject to loading error between the transducer

output and its indicating device (see Chapter 6). Loading errors increase the transducer nonlinearity
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over its operating range. When this is a consideration, a voltage follower (see Chapter 6) can be

inserted at the output of the transducer to isolate transducer load.

Bourdon Tube

The Bourdon tube is a curved metal tube having an elliptical cross section that mechanically

deforms under pressure. In practice, one end of the tube is held fixed and the input pressure applied

internally. A pressure difference between the outside of the tube and the inside of the tube brings

about tube deformation and a deflection of the tube free end. This action of the tube under pressure

can be likened to the action of a deflated balloon that is subsequently inflated. The magnitude of the

deflection of the tube end is proportional to the magnitude of the pressure difference. Several

variations exist, such as the C shape (Fig. 9.9), the spiral, and the twisted tube. The exterior of the

tube is usually open to atmosphere (hence, the origin of the term ‘‘gauge’’ pressure referring to

pressure referenced to atmospheric pressure), but in some variations the tube may be placed within a

sealed housing and the tube exterior exposed to some other reference pressure, allowing for absolute

and for differential designs.

The Bourdon tube mechanical dial gauge is a commonly used pressure transducer. A typical

design is shown in Figure 9.10, in which the secondary element is a mechanical linkage that converts

the tube displacement into a rotation of a pointer. Designs exist for low or high pressures, including

vacuum pressures, and selections span a wide choice in range. The best Bourdon tube gauges have

instrument uncertainties as low as 0.1% of the full-scale deflection of the gauge, with values of 0.5%

to 2% more common. But the attractiveness of this device is that it is simple, portable, and robust,

lasting for years of use.

p2

p2

p1

p2

p1

p1 p2

Motion
Motion

Motion

mgarhpaiDswolleBC-shaped Bourdon tube

Motion

CapsuleCorrugated diaphragm

p1p1 p2

Motion

Figure 9.9 Elastic elements used as pressure sensors.
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Bellows and Capsule Elements

A bellows sensing element is a thin-walled, flexible metal tube formed into deep convolutions and

sealed at one end (Fig. 9.9). One end is held fixed and pressure is applied internally. A difference

between the internal and external pressures causes the bellows to change in length. The bellows is

housed within a chamber that can be sealed and evacuated for absolute measurements, vented

through a reference pressure port for differential measurements, or opened to atmosphere for gauge

pressure measurements. A similar design, the capsule sensing element, is also a thin-walled, flexible

metal tube whose length changes with pressure, but its shape tends to be wider in diameter and

shorter in length (Fig. 9.9).

A mechanical linkage is used to convert the translational displacement of the bellows or capsule

sensors into a measurable form. A common transducer is the sliding arm potentiometer (voltage-

divider, Chapter 6) found in the potentiometric pressure transducer shown in Figure 9.11. Another

type uses a linear variable displacement transducer (LVDT; see Chapter 12) to measure the bellows
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Bourdon
tube

Scale

Applied
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pressure

Pinion

Mechanical
linkage

Closed end

A –– A

A

A

Sector

Figure 9.10 Bourdon tube pressure

gauge.
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Figure 9.11 Potentiometer pressure

transducer.

388 Chapter 9 Pressure and Velocity Measurements



E1C09 09/14/2010 15:4:53 Page 389

or capsule displacement. The LVDT design has a high sensitivity and is commonly found in pressure

transducers rated for low pressures and for small pressure ranges, such as zero to several

hundred mm Hg absolute, gauge, or differential.

Diaphragms

An effective primary pressure element is a diaphragm (Figure 9.9), which is a thin elastic circular

plate supported about its circumference. The action of a diaphragm within a pressure transducer is

similar to the action of a trampoline; a pressure differential on the top and bottom diaphragm faces

acts to deform it. The magnitude of the deformation is proportional to the pressure difference. Both

membrane and corrugated designs are used. Membranes are made of metal or nonmetallic material,

such as plastic or neoprene. The material chosen depends on the pressure range anticipated and the

fluid in contact with it. Corrugated diaphragms contain a number of corrugations that serve to

increase diaphragm stiffness and to increase the diaphragm effective surface area.

Pressure transducers that use a diaphragm sensor are well suited for either static or dynamic

pressure measurements. They have good linearity and resolution over their useful range. An

advantage of the diaphragm sensor is that the very low mass and relative stiffness of the thin

diaphragm give the sensor a very high natural frequency with a small damping ratio. Hence, these

transducers can have a very wide frequency response and very short 90% rise and settling times. The

natural frequency (rad/s) of a circular diaphragm can be estimated by (4)

vn ¼ 10:21

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Emt2

12 1 � y2
p

	 

rr4

vuut ð9:10Þ

where Em is the material bulk modulus (psi or N/m2), t the thickness (in. or m), r the radius (in. or m),

r the material density (lbm/in.3 or kg/m3), and yp the Poisson’s ratio for the diaphragm material. The

maximum elastic deflection of a uniformly loaded, circular diaphragm supported about its

circumference occurs at its center and can be estimated by

ymax ¼
3 p1 � p2ð Þ 1 � y2

p

	 

r4

16Emt3
ð9:11Þ

provided that the deflection does not exceed one-third the diaphragm thickness. Diaphragms should

be selected so as to not exceed this maximum deflection over the anticipated operating range.

Various secondary elements are available to translate this displacement of the diaphragm into a

measurable signal. Several methods are discussed below.

Strain Gauge Elements

A common method for converting diaphragm displacement into a measurable signal is to sense the

strain induced on the diaphragm surface as it is displaced. Strain gauges, devices whose measurable

resistance is proportional to their sensed strain (see Chapter 11), can be bonded directly onto the

diaphragm, integrated within the diaphragm material or onto a deforming element (such as a thin

beam) attached to the diaphragm so as to deform with the diaphragm and to sense strain. Metal strain

gauges can be used with liquids. Strain gauge resistance is reasonably linear over a wide range of

strain and can be directly related to the sensed pressure (5). A diaphragm transducer using strain

gauge detection is depicted in Figure 9.12.
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By using semiconductor technology in pressure transducer construction, we now have a variety

of very fast, very small, highly sensitive strain gauge diaphragm transducers. Silicone piezoresistive

strain gauges can be diffused into a single crystal of silicone wafer, which forms the diaphragm.

Semiconductor strain gauges have a static sensitivity that is 50 times greater than conventional

metallic strain gauges. Because the piezoresistive gauges are integral to the diaphragm, they are

relatively immune to the thermoelastic strains prevalent in conventional metallic strain gauge–

diaphragm constructions. Furthermore, a silicone diaphragm does not creep with age (as does a

metallic gauge), thus minimizing calibration drift over time. However, uncoated silicone does not

tolerate liquids.

Capacitance Elements

Another common method to convert diaphragm displacement to a measurable signal is a

capacitance sensor. One version uses a thin metallic diaphragm as one plate of a capacitor paired

with a fixed plate to complete the capacitor. The diaphragm is exposed to the process pressure on

one side and to a reference pressure on the other or to a differential pressure. When pressure

changes, so as to deflect the diaphragm, the gap between the plates changes, which causes a change

in capacitance.

To illustrate this, a transducer using this method is depicted in Figure 9.13. The capacitance C

developed between two parallel plates separated by average gap t is determined by

C ¼ c eA=t ð9:12Þ
where the product ce is the permittivity of the material between the plates relative to a vacuum (e ¼
8.85 � 10�12 F/m; c ¼ dielectric constant), and A is the overlapping area of the two plates. The

dielectric constant depends on the material in the gap, which for air is c =1 but for water is c ¼ 80.

The capacitance responds to an instantaneous change in the area-averaged plate gap separation from

which the time-dependent pressure is determined. However, the capacitance change is small relative
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Figure 9.12 Diaphragm pressure transducer.
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to the absolute capacitance. Oscillator and bridge circuits are commonly used to operate the circuit

and to measure the small capacitance change providing an output voltage E0.

Example 9.5

Estimate the theoretical capacitance of a sensor similar to that of Figure 9.13 if the plate area is

1 mm2 and the instantaneous plate separation is 1 mm. What is the sensor sensitivity? Assume the

plates are separated by air.

SOLUTION With A ¼ 1 mm2, t ¼ 1 mm, e ¼ 8.85 � 10�15 F/mm, c ¼ 1:

C ¼ ceA=t ¼ ð1Þð8:85 � 1015 F=mmÞð1 mm2Þ=ð1 mmÞ ¼ 8:85 � 10�15 F

or C ¼ 8.85 � 10�3 pF (picofarads). For small pressure changes, the diaphragm curvature has a

negligible effect on the area-averaged plate gap so that pressure can be treated as linear with the

area-average gap value.

The sensor sensitivity is Ks ¼ qC=qt ¼ �8:85 � 10�3 � ðcA=t2Þ pF=mm.

The capacitance pressure transducer has the attractive features of other diaphragm transducers,

including small size and a wide operating range. Many common and inexpensive pressure

transducers use this measuring principle and are suitable for many engineering measurement

demands, including a niche as the on-board car tire pressure sensor of choice. However, the principle

is sensitive to temperature changes and has a relatively high impedance output. If attention is paid to

these shortcomings, an accurate and stable transducer can be made.

Piezoelectric Crystal Elements

Piezoelectric crystals form effective secondary elements for dynamic (transient) pressure measure-

ments. Under the action of compression, tension, or shear, a piezoelectric crystal deforms and

develops a surface charge q, which is proportional to the force acting to bring about the deformation.

In a piezoelectric pressure transducer, a preloaded crystal is mounted to the diaphragm sensor, as

pmeasured

To
circuit

t
To

circuit

Fixed
plate

Deflected
diaphragm

Thin
metallic

diaphragm

∋

pref

Figure 9.13 Capacitance pressure transducer. In

this schematic, the diaphragm is conductive and

its deflection exaggerated.

9.4 Pressure Transducers 391



E1C09 09/14/2010 15:4:54 Page 392

indicated in Figure 9.14. Pressure acts normal to the crystal axis and changes the crystal thickness t

by a small amount Dt. This sets up a charge, q ¼ KqpA, where p is the pressure acting over the

electrode area A and Kq is the crystal charge sensitivity, a material property. A charge amplifier (see

Chapter 6) is used to convert charge to voltage so that the voltage developed across the electrodes is

Eo ¼ q=C ð9:13Þ
where C is the capacitance of the crystal-electrode combination, again given by Equation 9.12. The

operating equation becomes

Eo ¼ Kqtp=ce ¼ Kp ð9:14Þ
where K is the overall transducer gain. The crystal sensitivity for quartz, the most common material

used, is Kq ¼ 2.2 � 10�9 coulombs/N.

9.5 PRESSURE TRANSDUCER CALIBRATION

Static Calibration

A static calibration of a pressure transducer is usually accomplished either by direct comparison

against any of the pressure reference instruments discussed (Section 9.3) or against the output from a

certified laboratory standard transducer. For the low-pressure range, the McLeod gauge or the

appropriate manometric instruments along with the laboratory barometer serve as convenient

working standards. The approach is to pressurize (or evacuate) a chamber and expose both the

reference instrument, which serves as the standard, and the candidate transducer to the same

pressure for a side-by-side measurement. For the high-pressure range, the deadweight tester is a

commonly used pressure reference standard.

Dynamic Calibration

The rise time and frequency response of a pressure transducer are found by dynamic calibration, and

there are a number of clever ways to accomplish this (6). As discussed in Chapter 3, the rise time of

an instrument is found through a step change in input. For under-damped systems, natural frequency

and damping ratio can be measured based on the ringing behavior (see Chapter 3), giving the
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Figure 9.14 Piezoelectric pressure transducer.
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frequency response. The frequency response can be found directly by applying a constant amplitude

periodic input signal and varying its frequency. A flush-mounted transducer places the sensor in

direct contact with the fluid at the measurement site. Because pressure transducers could also be

attached by means of a pressure tap or by connecting tubing to the tap, this length (called the

transmission line) affects the overall response and should be included as part of the dynamic

calibration.

An electrical switching valve or flow control valve can create a step change in pressure. But the

mechanical lag of the valve limits its use to transducers having an expected rise time of 50 ms or

more. Faster applications might use a shock tube calibration or some equivalent diaphragm burst test.

As shown in Figure 9.15, the shock tube consists of a long pipe separated into two chambers by

a thin diaphragm. The transducer is mounted into the pipe wall of one chamber, the expansion

section, at pressure p1. The pressure in the other chamber, the driver section, is raised from p1 to p2.

Some mechanism, such as a mechanically controlled needle, is used to burst the diaphragm on

command. Upon bursting, the pressure differential causes a pressure shock wave to move down the

low-pressure chamber. A shock wave has a thickness on the order of 1 mm and moves at the speed of

sound, a. So as the shock passes the transducer, the transducer experiences a change in pressure from

p1 to p3 over a time t¼ d/a, where d is the diameter of the transducer pressure port, and pressure p3 is

p3 ¼ p1 1 þ ð2k=k þ 1ÞðM2
1 � 1Þ� � ð9:15Þ

where k is the gas-specific heat ratio and M1 is the Mach number calculated using normal shock

wave tables and absolute pressure p1. The velocity of the shock wave can also be deduced from the

output of fast-acting standard pressure sensors mounted in the shock tube wall. Typical values of t

are on the order of 1 to 10 ms, so this method is at least four orders of magnitude faster than a

switching valve. The transducer rise time is calculated from the output record.

A common verification check for system response is the ‘‘pop test,’’ which is well suited for

liquids or gases and systems needing just moderate response times. In this situation, the transducer

and connecting tubing are pressurized to a steady value, perhaps by using a small syringe or hand

pump. The system is suddenly vented to atmosphere. The recorded transducer response gives an

indication of the system rise time and ringing behavior. One variation of this approach attaches a

balloon or similar flexible material to one end of the connecting tubing/transducer system. After

pressurizing, the balloon is popped to suddenly vent the system.

Pressure
transducer

Pipe

To
pressure
source

To
pressure
source

p1
low-

pressure
side

Activation
signal

Diaphragm

p2
high-

pressure
side

Needle

Figure 9.15 Schematic of a shock tube facility.
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A reciprocating piston within a cylinder can generate a sinusoidal variation in pressure for

frequency-response calibration. The piston can be driven by a variable speed motor and its dis-

placement measured by a fast-responding transducer, such as an LVDT (see Chapter 12). Under

properly controlled conditions (Ex. 1.2), the actual pressure variation can be estimated from the

piston displacement. Other techniques include an encased loudspeaker or an acoustically resonant

enclosure, which serves as a frequency driver instead of a piston, or using an oscillating flow control

valve to vary system pressure with time (6).

Example 9.6

A surgical pressure transducer is attached to a stiff-walled catheter and a small balloon is attached at its

other end. The catheter is filled with saline using a small syringe to pressurize the system to 80 mm Hg.

At t¼ 0 s, the balloon is popped, forcing a step change in pressure from 80 to 0 mm Hg. The time-based

signal is recorded (Fig. 9.16). From the data, the ringing period is measured to be 45.5 ms at second

peak amplitude, y(0.0455)¼ 5.152 mV. Is this system suitable to measure physiological pressures that

have frequency content up to 5 Hz? Static sensitivity, K ¼ 1 mV/mm Hg.

KNOWN A ¼ 80 mm Hg, K ¼ 1 mV/mm Hg,

y(0) ¼ KA ¼ 80 mV; y(0.0455) ¼ 5.152 mV

Td ¼ 0.0455 s

FIND M(f ¼ 5 Hz)

SOLUTION We use methods developed in Chapter 3. The step-function response has the form

yðtÞ ¼ Ce�vnztcos

�
vn

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1 � z2

q
þ f

�

where for y(0) ¼ 80 mV, C ¼ 80 mV, which is consistent with the recorded signal. The steady-state

value is y(1) ¼ 0. The first peak amplitude is at t ¼ 0, y1 ¼ y(0) ¼ 80 mV. The second peak

amplitude is y2 ¼ y(0.0455) ¼ 5.152 mV. Using logarithmic decrement,

z ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 þ 2p=lnðy1=y2

Þ
	 
2

r ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 þ 2p=lnð80=5:152Þð Þ2

q ¼ 0:40

f n ¼ 1=Td

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1 � z2

p
¼ 23:98 Hz ði:e:; vn ¼ 150 rad=sÞ

100
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40
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A

 (
m

V)

20

0

-20

-40

t (s)
0 0.02 0.04 0.06 0.08 0.10 Figure 9.16 Recorded output signal

from the pop test of Example 9.6.

394 Chapter 9 Pressure and Velocity Measurements



E1C09 09/14/2010 15:4:54 Page 395

Then,

Mðf ¼ 5Þ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 � f=f nð Þ2
h i2

þ 2z f=f nð Þ2

r ¼ 1:03

With a dynamic error of only about 3%, this system should be suitable for the intended

measurements.

Example 9.7

A common method to estimate the data acquisition and reduction errors present in the pressure-

measuring instrumentation of a test rig is to apply a series of replication tests on the M calibrated

pressure transducers used on that rig (when the number of transducers installed is large, a few

transducers can be selected at random and tested). In such a test each transducer is interconnected

through a common manifold to the output of a single deadweight tester (or suitable standard) so that

each transducer is exposed to exactly the same static pressure. Each transducer is operated at its

normal excitation voltage. The test proceeds as follows: record applied test pressure (from the

deadweight tester), record each transducer output N (e.g., N 
 10) times, vent the manifold to local

atmosphere, close the manifold to reapply test pressure, repeat the procedure at least K (e.g., K
 5)

times. What information is available in such test data?

KNOWN M( j ¼ 1, 2, . . . , M) transducers

N(i ¼ 1, 2, . . . , N) repetitions at a test pressure

K(k ¼ 1, 2, . . . , K) replications of test pressure

SOLUTION The mean value for each transducer is given by the mean of the repetitions for that

transducer,

pjk ¼
1

N

XN
i¼1

pijk

The mean value for the replications of the jth transducer is given by

hpji ¼
1

K

XK
k¼1

pjk

The difference between the pooled mean pressure and the known applied pressure would provide an

estimate of the systematic error to be expected from any transducer during data acquisition. On the

other hand, variations between pjk and hpji are due to random errors in the data acquisition and

reduction procedure. The variation of the test pressure mean, pjk, about the pooled mean, hpji, for

each transducer is

hsji ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPK

k¼1

�
pjk � hpji

�2

K � 1

s

The pooled standard deviation of the mean for the M transducers provides the estimate of the random
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standard uncertainty of the data acquisition and reduction procedure:

sp ¼ hspiffiffiffiffiffiffiffiffi
MK

p where hspi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXM

j¼1

XK

k¼1
pjk � hpji
	 


=M K � 1ð Þ
r

with degrees of freedom, v ¼ M(K � 1).

COMMENT The statistical estimate contains the effects of random error due to the pressure

standard (applied pressure repeatability), pressure transducer repeatability (repetition and replica-

tion), excitation voltages, and the recording system. It does not contain the effects of instrument

calibration errors, large deviations in environmental conditions, pressure tap design errors, or

dynamic pressure effects. The systematic errors for these must be assigned by the engineer based on

other available information. Note that if the above procedure were to be repeated over a range of

different applied known pressures, then this calibration would allow instrument calibration errors

and data reduction curve fit errors over the range to be entered into the analysis.

9.6 PRESSURE MEASUREMENTS IN MOVING FLUIDS

Pressure measurements in moving fluids warrant special consideration. Consider the flow over the

bluff body shown in Figure 9.17. Assume that the upstream flow is uniform and steady with

negligible losses. Along streamline A, the upstream flow moves with a velocity U1, such as at

point 1. As the flow approaches point 2, it must slow down and finally stop at the front end of the

body. Above streamline A, flow moves over the top of the bluff body, and below streamline A, flow

moves under the body. Point 2 is known as the stagnation point and streamline A the stagnation

streamline for this flow. Along streamline B, the velocity at point 3 is U3 and because the upstream

flow is considered to be uniform it follows that U1 ¼U3. As the flow along B approaches the body, it

is deflected around the body. From the conservation of mass principles, U4 > U3. Application of

conservation of energy between points 1 and 2 and between 3 and 4 yields

p1 þ rU2
1=2 ¼ p2 þ rU2

2

p3 þ rU2
3=2 ¼ p4 þ rU2

4

ð9:16Þ

n

s

B

U∞

A
2

3

1

4

Stagnation
point

Figure 9.17 Streamline flow over a bluff body.
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However, because point 2 is the stagnation point, U2 ¼ 0, and

p2 ¼ pt ¼ p1 þ rU2
1=2 ð9:17Þ

Hence, it follows that p2 > p1 by an amount equal to pv ¼ rU2
1=2, called the dynamic pressure, an

amount equivalent to the kinetic energy per unit mass of the flow as it moves along the streamline. If

no energy is lost through irreversible processes, such as through a transfer of heat,1 this translational

kinetic energy is transferred completely into p2. The value of p2 is known as the stagnation or the

total pressure and is noted as pt. The total pressure can be determined by bringing the flow to rest at

a point in an isentropic manner.

The pressures at 1, 3, and 4 are known as static pressures2 of the flow. The static pressure is that

pressure sensed by a fluid particle as it moves with the same velocity as the local flow. The static pressure

and velocity at points 1 and 3 are given the special names of the ‘‘freestream static pressure’’ and

‘‘freestream velocity.’’ Since U4 > U3, Equation 9.16 shows that p4<p3. It follows from Equation 9.17

that the total pressure is the sum of the static and dynamic pressures anywhere in the flow.

Total Pressure Measurement

In practice, the total pressure is measured using an impact probe, such as those depicted in

Figure 9.18. A small hole in the impact probe is aligned with the flow so as to cause the flow to come

to rest at the hole. The sensed pressure is transferred through the impact probe to a pressure

transducer or other pressure-sensing device such as a manometer. Alignment with the flow is

somewhat critical, although the probes in Figure 9.18a,b are relatively insensitive (within �1% error

in indicated reading) to misalignment within a �7 degree angle (1). A special type of impact probe

shown in Figure 9.18c, known as a Kiel probe, uses a shroud around the impact port. The effect of

the shroud is to force the local flow to align itself with the shroud axis so as to impact directly

onto the impact port. This effectively eliminates total pressure sensitivity to misalignment up to

�40 degree (1).

1 This is a realistic assumption for subsonic flows. In supersonic flows, the assumption is not valid across a shock wave.
2 The term ‘‘static pressure’’ is a misnomer in moving fluids, but its use here conforms to common expression. ‘‘Stream

pressure’’ is more appropriate and is sometimes used.

Impact port

(c)(a)

Impact
port or tap

Impact port

(b)

Figure 9.18 Total pressure measurement devices. (a) Impact cylinder. (b) Pitot tube. (c) Kiel probe.
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Static Pressure Measurement

The local value of static pressure in a moving stream is measured by sensing the pressure in the

direction that is normal to the flow streamline. Within ducted flows, static pressure is sensed by wall

taps, which are small, burr-free, holes drilled into the duct wall perpendicular to the flow direction at

the measurement point. The tap is fitted with a hose or tube, which is connected to a pressure gauge

or transducer. A recommended design for a wall tap is shown in Figure 9.19. The tap hole diameter

d is typically between 1% and 10% of the pipe diameter, with the smaller size preferred (7). The tap

must be perpendicular to the local tangent to the wall with no drilling burrs (8).

Alternatively, a static pressure probe can be inserted into the flow to measure local stream

pressure. It should be a streamlined design to minimize the disturbance of the flow. It should be

physically small so as not to cause more than a negligible increase in velocity in the vicinity of

measurement. As a rule, the frontal area of the probe should not exceed 5% of the pipe flow area. The

static pressure sensing port should be located well downstream of the leading edge of the probe so as

to allow the streamlines to realign themselves parallel with the probe. Such a concept is built into the

improved Prandtl tube design shown in Figure 9.20a.

A Prandtl tube probe consists of eight holes arranged about the probe circumference and

positioned 8 to 16 probe diameters downstream of the probe leading edge and 16 probe diameters

upstream of its support stem. A pressure transducer or manometer is connected to the probe stem to

measure the sensed pressure. The hole positions are chosen to minimize static pressure error caused

by the disturbance to the flow streamlines due to the probe’s leading edge and stem. This is

illustrated in Figure 9.20b, where the relative static error, pe=pv ¼ ðpi � pÞ=ð1
2
rU2Þ, is plotted as a

function of tap location along the probe body. Real viscous effects around the static probe cause a

slight discrepancy between the actual static pressure and the indicated static pressure. To account for

this, a correction factor, C0, is used with p ¼ C0pi where 0.99 < C0 < 0.995 and pi is the indicated

(measured) pressure.

Example 9.8

An engineer is to measure rear aerodynamic downforce on a racing stock car as it moves on a race

track. The pressure difference between the top and bottom surfaces of the car is responsible for this

downward force, which allows the tires to adhere better at high speeds in turns. Pressure is

measured using surface (wall) taps connected by 5-mm i.d. tubing to �25.4 cm H2O, 0–5 V

capacitance pressure transducers (accuracy: 0.25%), such as the connections of Figures 9.19.

Transducer output is recorded on a portable data-acquisition system using a 12-bit, 5-V analog-to-

Wall tap

d l 2d

Duct wall

Hose fitting
Hose

To
pressure
transducer

1

2
d < l < 6d Figure 9.19 Anatomy of a static pressure

wall tap.
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digital (A/D) converter (accuracy: 2 LSB). In testing at 180 km/hr, the maximum average pressure

difference between the rear deck and underbody is about 8 cm H2O � 0.10 cm H2O (95%). The

engineer is asked two questions: (1) Will increasing the resolution of the A/D conversion system

reduce the measured uncertainty in pressure? (2) How well can rear downforce be measured on the

track?

SOLUTION Aerodynamic downforce is determined by integrating the pressure over

the surface area of the car. An approximation is to use average pressures acting on discrete

effective areas on the car surface, such as on the upper and lower rear deck.

If we ignore installation errors and ambient influences and just look at direct measurement

errors, the measurement system errors and data random errors are important. The resolution of the

transducer and A/D system is limited to

Qtransducer ¼ 50:8 cm H2O=5 V ¼ 10:16 cm H2O=V

QA=D ¼ 5 V=212 ¼ 0:00122 V=digit;

giving the total measuring system resolution of

Q ¼ 0:00122 � 10:16 ¼ 0:0124 cm H2O

So we assign uo ¼ 0.0124 cm H2O. However, improving the data-acquisition system (DAS) to a 16-

bit system improves Q and thereby uo to 0.008 cm H2O.
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Figure 9.20 Improved Prandtl tube for static pressure. (a) Design. (b) Relative static error along tube length.
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Pressure fluctuations occur as the flow fluctuates around the car. Statistical variations from

average values give the stated random uncertainty, uDp ¼ 0.10 cm H2O (95%), which we assign large

degrees of freedom.

If we look at the rear deck of the car and use the instrument specifications as a measure of the

instrument systematic uncertainty,

uc transducer � ð0:0025Þ ð8 cm H2OÞ ¼ 0:02 cm H2O

uc A=D ¼ ð2 bitsÞ ð0:0124 cm H2O=bitÞ ¼ 0:025 cm H2O

which, combined with uo for the 12-bit system, gives the design-stage estimate

udð ÞDp ¼ ð0:02Þ2 þ ð0:025Þ2 þ ð0:0124Þ2
h i1=2

¼ 0:034 cm H2O

We can use this as an estimate of the systematic uncertainty at the 95% confidence level. Then, the

combined uncertainty in mean pressure is

uDp ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:0342 þ 0:102

p
¼ � 0:10 cm H2O ð95%Þ

or about 1.25%. From this advanced design-stage analysis, a higher 16-bit resolution would not

improve the measurement uncertainty.

The downforce is simply the downward component of force, FD ¼ DpAef f . The effective

area on the rear deck, Aef f , can be estimated from carefully controlled calibration measurements

within a wind tunnel using a highly accurate balance scale to measure downforce (i.e., Nth order

analysis, concomitant method). Suppose a value for the rear effective area is found to be

Aeff ¼ 10832 � 147cm2 95%ð Þ. Combining uncertainties in pressure and area gives the percent

uncertainty in rear downforce,

uF=FD ¼ � ðuDp=DpÞ2 þ uA=Aeffð Þ2� ¼ 0:019 or 1:9% ð95%Þ
h

COMMENT Here we see that the dominant uncertainty is due to the measuring procedure and

flow process and not the instrumentation.

9.7 MODELING PRESSURE AND FLUID SYSTEMS

Fluid systems can be modeled using lumped parameter ideal elements just as common resistor-

inductor-capacitor electrical loops and mass-damper-spring mechanical systems are used. The

common elements are inertance, resistance, and compliance.

Inertance describes the inertial properties of a mass in motion, such as that of a mass of fluid

moving within a vessel. For a fluid of density r and a vessel of cross-sectional area A and length ‘,
the inertance is written

Lf ¼ r‘=A ð9:18Þ
When modeling inertial forces in laminar flows, this value should be increased by a factor of 4

3
.

Inertance is the direct analog to electrical inductance.

Fluid resistance describes the opposition to motion. This is the pressure change required to

move a volume of fluid per unit time, Q. It is written

R ¼ Dpn=Q ¼ DE=I ð9:19Þ
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where n ¼ 1 for laminar and n ¼ 0.5 for turbulent flows. Hence, Q ¼ 1

R
Dpn.

The resistance of the laminar flow of a newtonian fluid through a circular pipe is R ¼ 128m‘

pd4
,

where m is the fluid viscosity. In electrical systems, it has the analogous meaning as the opposition to

current flow for an imposed voltage potential, such as an electrical resistor.

Compliance describes a measure of the volume change associated with a corresponding

pressure change, such as

Cvp ¼ D8=Dp ð9:20Þ

It is a measure of the flexibility in a structure, component, or substance, and so it is the inverse of the

system stiffness. Compliance is the direct analog to electrical capacitance.

9.8 DESIGN AND INSTALLATION: TRANSMISSION EFFECTS

Consider the configuration depicted in Figure 9.21 in which a tube of volume 8t with length ‘ and

diameter d is used to connect a pressure tap to a pressure transducer of internal dead volume 8 (e.g.,

Figure 9.12). Under static conditions, the pressure transducer indicates the static pressure at the tap.

But if the pressure at the tap is a time-dependent pressure, pa(t), the response behavior of the tubing

influences the time-indicated output from the transducer, p(t).

By considering the one-dimensional pressure forces acting on a lumped mass of fluid within the

connecting tube, balancing inertance, compliance, and resistance against forcing function, we can

develop a model for the pressure system response. A network model is shown in Figure 9.22a in

which the circuit is driven between two pressures, the applied pressure paðtÞ at the tap and the

measured pressure pmðtÞ at the transducer sensor. Using the electrical analog, inertance is modeled

by the inductor, fluid resistance by a resistor, and compliance by a capacitor (Fig. 9.22b). The circuit

analysis of the two loops gives

L€I þ RI þ 1

C

Z
Idt ¼ Ea and

1

C

Z
Idt ¼ Em ð9:21Þ

Taking the derivative of the second loop to get _Em and €Em in terms of _I and €I , then substituting these

back into Equation 9.21 with Ea ¼ pa, Em ¼ pm, L ¼ Lf, and C ¼ Cvp gives

LfCvp€pm þ RCvp _pm þ pm ¼ pa tð Þ ð9:22Þ

TransducerTubing

Wall

pmpa dp

x ∀

Figure 9.21 Wall tap to pressure transducer connection:

the transmission line.
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R

R L

Lf

Pm
Cvp

Pa

EmEa C

(a)

(b)

Figure 9.22 An equivalent lumped parameter

network of the pressure transmission line model of

Figure 9.21 using an electrical analogy.

Substituting Equations 9.18 to 9.20 into Equation 9.22 gives the working system response equation

for the applied and measured pressures,

16‘rCvp

3pd2
€pm þ 128m‘Cvp

pd4
_pm þ pm ¼ pa tð Þ ð9:23Þ

in which we have augmented the fluid inertial force by 4
3

(9).

In this simple model, the system compliance lumps the compliance of the fluid, tube walls, and

transducer into a single value, Cvp. As these individual compliances could be modeled separately by

using capacitors in parallel, the total capacitance is simply the sum of each. If one compliance

dominates, the others can be neglected. Further, the inertance and resistance of the connecting tube

and the transducer cavity are lumped into single values. Improved models use distributed, lumped

parameters, such as are commonly used to model physiological vascular systems (10). A long-

standing approach to modeling the transmission line (11) examines the forces acting on a fluid

element. In this model, small pressure changes act on the element, moving it back and forth by a

distance xwithin the tube. Summing the forces and substituting for pm again results in Equation 9.23

(12). Be aware that models are based on simplifying assumptions and should be used only as a guide

in the design of a system, not as a replacement for in situ calibration.

We can study the transient and frequency response of the system represented by Equation 9.23

by extracting values for vn and z,

vn ¼ d

4

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3p=r‘Cvp

q
ð9:24Þ

z ¼ 16m

d3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3‘Cvp=pr

q
ð9:25Þ
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The total system compliance could be measured using Equation 9.20 by closing the pressure

tap, increasing the fluid volume in the tubing by a small known amount, such as by syringe, and

measuring the corresponding pressure change.

Liquids

Liquids are relatively incompressible, so that the compression-restoring force in the transmission

line is due primarily to the compliance in the transducer, which is a transducer specification, for use

in Equations 9.24 and 9.25. Connecting tubing can usually be considered rigid for the underlying

assumptions of the above lumped parameter analysis. Thick-walled, flexible tubing is often used,

but this is fairly rigid and its compliance can be ignored. If need be, the compliance can be measured.

Gases

For gases, we simplify by assuming that the system is rigid relative to the compressibility of the gas.

Compliance is then modeled in terms of the fluid’s adiabatic bulk modulus of elasticity,

Em ¼ 8=Cvp. This gives

vn ¼ d

4

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3pEm=r‘8

p
ð9:26Þ

z ¼ 16m

d3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3‘8=prEm

p
ð9:27Þ

Equations 9.26 and 9.27 can also be written in terms of the speed of sound for the gas, a, which

is related to its compressibility by a ¼ ffiffiffiffiffiffiffiffiffiffiffi
Em=r

p
and for a perfect gas by a ¼ ffiffiffiffiffiffiffiffiffi

kRT
p

, where T is the

gas absolute temperature, giving

vn ¼ ad

4

ffiffiffiffiffiffiffiffiffiffiffiffiffi
3p=‘8

p
ð9:28Þ

z ¼ 16m

ard3

ffiffiffiffiffiffiffiffiffiffiffiffiffi
3‘8=p

p
ð9:29Þ

When the tube volume, 8t 	 8, then a series of standing pressure waves develop and we can

expect v � O a=‘ð Þ. Hougen et al. (13) discuss an improved prediction as

vn ¼ a

‘
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:5 þ 8=8t

p ð9:30Þ

z ¼ 16m‘

rad2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:5 þ 8=8t

p
ð9:31Þ

Note that in all cases, larger diameter and shorter length tubes improve pressure system response.

Example 9.9

The pressure in a water-filled pipe varies with time. A pressure transducer is connected to a wall tap

using a length of non-rigid plastic tubing to measure this pressure. To estimate the pressure system
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compliance, the tubing is removed at the wall tap, filled with water, and purged of any residual air.

The transducer output is noted. Using a syringe, 1 mL of water is then added to the system and the

corresponding measured pressure increases by 100 mm Hg. Find the compliance.

SOLUTION Using Equation 9.20, the compliance of the transducer-tubing system is

Cvp ¼ D8=Dp ¼ 1 mL=100 mm Hg ¼ 0:01 mL=mm Hg

Example 9.10

A pressure transducer with a natural frequency of 100 kHz is connected to a 0.10-in. static wall

pressure tap using a 0.10-in. i.d. rigid tube that is 5 in. long. The transducer dead volume is 1 in.3

Determine the system frequency response to fluctuating pressures of air at 72�F if the pressure

fluctuates about an average value of 1 atm abs. Express the frequency response in terms of M(v).

Rair ¼ 53.3 ft-lb/lbm-�R; m ¼ 4 �10�7 lb-s/ft2; Em ¼ 20.5 lb/in.2

KNOWN ‘ ¼ 5 in. k ¼ 1.4

d ¼ 0:1 in: T ¼ 72�F ¼ 532�R
8 ¼ 1 in:3 r ¼ p=RT ¼ 0:075 lbm=ft3

ASSUMPTION Air behaves as a perfect gas.

FIND M(v)

SOLUTION The frequency-dependent magnitude ratio is given by Equation 3.22

MðvÞ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 � v=vnð Þ2
h i2

þ 2z v=vnð Þ½ �2
r

We need vn and z to solve M(v) for various frequencies.

With 8t < 8, we use Equations 9.26 and 9.27, or alternately using Equations 9.28 and 9.29 with

a ¼ 1130 ft/s, to find

vn ¼ d

4

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3pEm=r‘8

p
¼ 470 rad=s

z ¼ 16m

d3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3‘8=prEm

p
¼ 0:06
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Figure 9.23 Magnitude response of

the transmission line for Example 9.10.
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This system is lightly damped. The magnitude frequency response, M(v), is shown in Figure 9.23.

The transmission line effects control the transducer response. In effect, the transmission line acts as

a mechanical low-pass filter for the transducer.

Heavily Damped Systems

In systems in which we estimate a damping ratio greater than 1.5, the frequency response model can

be simplified further. The behavior of the pressure-measuring system closely follows that of a first-

order system. Again, the typical pressure transducer–tubing system has a compliance Cvp, which is

a measure of the transducer and tubing volume change relative to an applied pressure change.

The response of the first-order system is indicated through its time constant, which is estimated by

neglecting the second-order term in Equation 9.23 so that (12)

t ¼ 128m‘Cvp

pd4
ð9:32Þ

Equation 9.32 shows that the time constant is proportional to ‘=d 4. Long- and small-diameter

connecting tubes promote a more sluggish system response to changes in pressure.

9.9 FLUID VELOCITY MEASURING SYSTEMS

Velocity measuring systems are used to measure the local velocity in a moving fluid. Desirable

information can consist of the mean velocity, as well as any of the dynamic components of the

velocity. Dynamic components are found in pulsating, phasic, or oscillating flows, or in turbulent

flows. For most general engineering applications, information about the mean flow velocity is

usually sufficient. The dynamic velocity information is often sought during applied and basic fluid

mechanics research and development, such as in attempting to study airplane wing response to air

turbulence, a complex periodic waveform as the wing sees it. In general, the instantaneous velocity

can be written as

UðtÞ ¼ U þ u ð9:33Þ
where U is the mean velocity and u is the time-dependent dynamic (fluctuating) component of the

velocity. The instantaneous velocity can also be expressed in terms of a Fourier series:

UðtÞ ¼ U þ
X
i

Cisin vitþ f
0
i

	 

ð9:34Þ

so that the mean velocity and the amplitude and frequency information concerning the dynamic

velocity component can be resolved with a Fourier analysis of the time-dependent velocity signal.

Pitot-Static Pressure Probe

For a steady, incompressible, isentropic flow, Equation 9.16 can be written at any arbitrary point x in

the flow field as

pt ¼ px þ
1

2
rU2

x ð9:35Þ
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or, rearranging,

pv ¼ pt � px ¼ 1

2
rU2

x ð9:36Þ

Again pv, the difference between the total and static pressures at any point in the flow, is the dynamic

pressure. Hence, measuring the dynamic pressure of a moving fluid at a point provides a method for

estimating the local velocity,

Ux ¼
ffiffiffiffiffiffiffi
2pv
r

s
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 pt � pxð Þ

r

s
ð9:37Þ

In practice, Equation 9.37 is utilized through a device known as a pitot-static pressure probe.

Such an instrument has an outward appearance similar to that of an improved Prandtl static pressure

probe (Fig. 9.20a), except that the pitot-static probe contains an interior pressure tube attached to an

impact port at the leading edge of the probe, as shown in Figure 9.24. This creates two coaxial

internal cavities within the probe, one exposed to the total pressure and the second exposed to the

static pressure. The two pressures are typically measured using a differential pressure transducer so

as to indicate pv directly.

The pitot-static pressure probe is relatively insensitive to misalignment over the yaw angle

range of �15 degrees (1). When possible, the probe can be rotated until a maximum signal is

measured, a condition that indicates that it is aligned with the mean flow direction. However, the

probes have a lower velocity limit of use that is brought about by strong viscous effects in the entry

regions of the pressure ports. In general, viscous effects should not be a concern, provided that the

Reynolds number based on the probe radius, Rer ¼ Ur=v, is greater than 500, where v is the

kinematic viscosity of the fluid. For 10 < Rer< 500, a correction to the dynamic pressure should be

applied, pv ¼ Cvpi, where

Cv ¼ 1 þ 4=Rerð Þ ð9:38Þ
and pi is the indicated dynamic pressure from the probe. However, even with this correction, the

measured dynamic pressure has a systematic uncertainty on the order of 40% at Rer � 10 but

decreases to 1% for Rer 
 500.

Static pressure
ports (in)

Total pressure
port (in)

Flow

Coaxial
tubes

Static
pressure

(out)

Total pressure
(out) Figure 9.24 Pitot-static pressure probe.

406 Chapter 9 Pressure and Velocity Measurements



E1C09 09/14/2010 15:4:55 Page 407

In high-speed gas flows, compressibility effects near the probe leading edge require a closer

inspection of the governing equation for a pitot-static pressure probe. An energy balance along a

streamline for a perfect gas between any point x and the stagnation point can be written as

U2

2
¼ cp Tt � T1ð Þ ð8:34Þ

For an isentropic process, the relationship between temperature and pressure can be stated as

Tx

Tt

¼ px
pt

� � k�1ð Þ=k
ð9:39Þ

where k is the ratio of specific heats for the gas, k ¼ cp /cv. The Mach number of a moving fluid

relates its local velocity to the local speed of sound,

M ¼ U=a ð9:40Þ
where the speed of sound, also called the acoustic wave speed, for a perfect gas is a ¼ ffiffiffiffiffiffiffiffiffiffiffi

kRTx

p
where

Tx is the absolute temperature of the gas at the point of interest. Combining these equations and

using a binomial expansion gives a relationship between total pressure and static pressure at any

point x in a moving compressible flow,

pv ¼ pt � px ¼ 1

2
rU2

x 1 þM2=4 þ ð2 � kÞM4=24 þ � � �� � ð9:41Þ
Equation 9.41 reduces to Equation 9.36 when M 
 1. The error in the estimate of pv, based on

the use of Equation 9.36 relative to the true dynamic pressure, becomes significant for M > 0.3, as

shown in Figure 9.25. Thus, M � 0.3 is used as the incompressible limit for perfect gas flows.

For M > 1, the local velocity is found through iteration using the Rayleigh relation:

pt=p ¼ ðk þ 1Þ2
M2

4kM2 � 2ðk � 1Þ

 !k=k�1
1 � k þ 2kM2

k þ 1

� �
ð9:42Þ

and Equation 9.40 where both p and pt are the measured values.
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Figure 9.25 Relative error in the dynamic

pressure between using Equations 9.36 and 9.41

at increasing flow speeds.
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Thermal Anemometry

The rate at which energy, _Q, is transferred between a warm body at Ts and a cooler moving fluid at Tf
is proportional both to the temperature difference between them and to the thermal conductance of

the heat transfer path, hA. This thermal conductance increases with fluid velocity, thereby increasing

the rate of heat transfer at any given temperature difference. Hence, a relationship between the rate

of heat transfer and velocity exists forming the working basis of a thermal anemometer.

A thermal anemometer utilizes a sensor, a metallic resistance temperature detector (RTD)

element, that makes up one active leg of a Wheatstone bridge circuit, as indicated in Figure 9.26.

The resistance–temperature relation for such a sensor was shown in Chapter 8 to be well

represented by

Rs ¼ R0 1 þ a Ts � T0ð Þ½ � ð9:43Þ
so that sensor temperature Ts can be inferred through a resistance measurement. A current is passed

through the sensor to heat it to some desired temperature above that of the host fluid. The

relationship between the rate of heat transfer from the sensor and the cooling fluid velocity is

given by King’s law (14) as

_Q ¼ I2R ¼ Aþ BUn ð9:44Þ
where A and B are constants that depend on the fluid and sensor physical properties and operating

temperatures, and n is a constant that depends on sensor dimensions (15). Typically, 0.45 � n� 0.52

(16). A, B, and n are found through calibration.

Two types of sensors are common: the hot wire and the hot film. As shown in Figure 9.27, the

hot-wire sensor consists of a tungsten or platinum wire ranging from 1 to 4 mm in length and from

1.5 to 15 mm in diameter. The wire is supported between two rigid needles that protrude from a

R3 R4

RD
Rs Bridge

deflection
voltage

Differential
amplifier

Feedback
voltage

E

Figure 9.26 Thermal anemometer circuit,

shown in constant resistance mode.

Leads to
electronics

Stainless-steel
tube

Wire needle
supports

Sensor
(wire)

Flow

Ceramic
core Figure 9.27 Schematic of a

hot-wire probe.
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ceramic tube that houses the lead wires. A hot-film sensor usually consists of a thin (2 mm) platinum

or gold film deposited onto a glass substrate and covered with a high thermal conductivity coating.

The coating acts to electrically insulate the film and offers some mechanical protection. Hot wires

are generally used in electrically nonconducting fluids, while hot films can be used in conducting

fluids or in nonconducting fluids when a more rugged sensor is needed.

Two anemometer bridge operating modes are possible: (1) constant current and (2) constant

resistance. In constant-current operation, a fixed current is passed through the sensor to heat it. The

sensor resistance and therefore its temperature, based on Equation 9.43, are permitted to vary with

the rate of heat transfer between the sensor and its environment. Bridge-deflection voltage provides a

measure of the cooling velocity. The more common mode of operation for velocity measurements is

constant resistance. In constant-resistance operation, the sensor resistance of Equation 9.43 is

originally set by adjusting the bridge balance. The sensor resistance is then maintained constant by

using a differential feedback amplifier to sense small changes in bridge balance, which would be

equivalent to sensing changes in the sensor set-point resistance; that is, the circuit acts as a closed

loop controller using the bridge balance as the error signal. The feedback amplifier rapidly readjusts

the bridge applied voltage, thereby adjusting the sensor current to bring the sensor back to its set-

point resistance and corresponding temperature. Because the current through the sensor varies with

changes in the velocity, the instantaneous power (I2Rs) required to maintain this constant

temperature is equivalent to the instantaneous rate of heat transfer from the sensor ( _Q). In terms

of the instantaneous applied bridge voltage, E, required to maintain a constant sensor resistance, the

velocity is found by the general correlation

E2 ¼ C þ DUn ð9:45Þ
where the values of C, D, and n are found by calibration under a fixed sensor and fluid temperature

condition. An electronic or digital linearizing scheme is usually employed to condition the signal by

performing the transformation

El ¼ K
E2 � C

D

� �1=n

ð9:46Þ

such that the measured output from the linearizer, El, is

El ¼ KU ð9:47Þ
where K is found through a static calibration.

For mean velocity measurements, the thermal anemometer is a straightforward device to use. It

has a better usable sensitivity than the pitot-static tube at lower velocities. Multiple velocity

components can be measured by using multiple sensors, each sensor aligned differently to the mean

flow direction and operated by independent anemometer circuits (15,17). Because it has a high-

frequency response, fluctuating (dynamic) velocities can be measured. In highly turbulent flows

with root-mean-square (rms) fluctuations of
ffiffiffiffiffi
u2

p

 0:1U, signal interpretation can become

complicated, but it has been well investigated (17). Low-frequency fluid temperature fluctuations

can be compensated for by placing resistor R3 directly adjacent to the sensor and exposed to the flow.

An extensive bibliography of thermal anemometry theory and signal interpretation can be found

elsewhere (18).

In constant temperature mode using a fast-responding differential feedback amplifier, a hot-

wire system can attain a frequency response that is flat up to 100,000 Hz, which makes it particularly

useful in fluid mechanics turbulence research. However, less expensive and more rugged systems
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are commonly used for industrial flow monitoring, where a fast dynamic response is desirable. There

is a natural upper frequency limit on a cylindrical sensor of diameter d that is brought about by the

natural oscillation in the flow immediately downstream of a body. This vibrates the sensor. The

frequency of this oscillation, known as the Strouhal frequency (and explained further in Section 10.6

in Chapter 10), occurs at approximately

f � 0:22 U=d
� �

102 < Red < 107
� � ð9:48Þ

The heated sensor warms the fluid within its proximity. Under flowing conditions this does not

cause any measurable problems so long as the condition

Red 
 Gr1=3 ð9:49Þ
is met where Red ¼ Ud=v; Gr ¼ d3gb Ts � T fluidð Þ=v2, and b is the coefficient of thermal expan-

sion of the fluid. Equation 9.49 ensures that the inertial forces of the moving fluid dominate over the

buoyant forces brought on by the heated sensor. This forms a lower velocity limit on the order of 0.6

m/s for using hot-wire sensors in air.

Doppler Anemometry

The Doppler effect describes the phenomenon experienced by an observer whereby the frequency of

light or sound waves emitted from a source that is traveling away from or toward the observer is

shifted from its original value and by an amount proportional to its speed. Most readers are familiar

with the change in pitch of a train as heard by an observer as the train changes from approaching to

receding. Any radiant energy wave, such as a sound or light wave, experiences a Doppler effect. The

effect was recognized and modeled by Christian Johann Doppler (1803–1853). The observed shift in

frequency, called the Doppler shift, is directly related to the speed of the emitter relative to the

observer. To an independent observer, the frequency of emission is perceived to be higher than

actual if the emitter is moving toward the observer and lower if moving away, because the arrival of

the emission at the observer location is affected by the relative velocity of the emission source. The

Doppler effect is used in astrophysics to measure the velocity of distant objects by monitoring the

frequency of light emitted from a particular gas, usually hydrogen. Since, in the visible light

spectrum, frequency is related to color, the common terms of red shift or blue shift refer to frequency

shifts toward the red side of the spectrum or toward the blue side.

Doppler anemometry refers to a class of techniques that utilize the Doppler effect to measure

the local velocity in a moving fluid. In these techniques, the emission source and the observer remain

stationary. However, small scattering particles suspended in and moving with the fluid can be used to

generate the Doppler effect. The emission source is a coherent narrow incident wave. Either acoustic

waves or light waves are used.

When a laser beam is used as the incident wave source, the velocity measuring device is called a

laser Doppler anemometer (LDA). LDA measures the time-dependent velocity at a point in the flow.

Yeh and Cummins (19) in 1964 discussed the first practical laser Doppler anemometer system. A

laser beam provides a ready emission source that is monochromatic and remains coherent over long

distances. As a moving particle suspended in the fluid passes through the laser beam, it scatters light

in all directions. An observer viewing this encounter between the particle and the beam perceives the

scattered light at a frequency, fs:

f s ¼ f i � f D ð9:50Þ
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where fi is the frequency of the incident laser beam and fD is the Doppler shift frequency. Using

visible light, an incident laser beam frequency is on the order of 1014 Hz. For most engineering

applications, the velocities are such that the Doppler shift frequency, fD, is on the order of 103 to 107

Hz. Such a small shift in the incident frequency can be difficult to detect in a practical instrument.

An operating mode that overcomes this difficulty is the dual-beam mode shown in Figure 9.28. In

this mode, a single laser beam is divided into two coherent beams of equal intensity using an optical

beam splitter. These incident beams are passed through a focusing lens that focuses the beams to a

point in the flow. The focal point forms the effective measuring volume (sensor) of the instrument.

Particles suspended in and moving with the fluid scatter light as they pass through the beams. The

frequency of the scattered light is that given by Equation 9.50 everywhere but at the measuring

volume. There, the two beams cross and the incident information from the two beams mix, a process

known as optical heterodyne. The outcome of this mixing is a separation of the incident frequency

from the Doppler frequency. A stationary observer, such as an optical photodiode, focused on the

measuring volume, sees two distinct frequencies, the Doppler shift frequency and the unshifted

incident frequency, instead of seeing their sum. It is a simple matter to separate the much smaller

Doppler frequency from the incident frequency by filtering.

For the setup shown in Figure 9.28, the velocity is related directly to the Doppler shift by

U ¼ l

2 sin u=2
f D ¼ df f D ð9:51Þ

where the component of the velocity measured is that which is in the plane of and bisector to the

crossing beams. In theory, by using beams of different color or polarization, different velocity

components can be measured simultaneously. However, the dependence of the lens focal length

on color causes a small displacement between the different measuring volumes formed by the

different colors. For most applications this can be corrected. The LDA technique requires no direct

calibration beyond explicit determination of the parameters in df and the ability to measure fD.

In dual-beam mode, the output from the photodiode transducer is a current of a magnitude

proportional to the square of the amplitude of the scattered light seen and of a frequency equal to fD.

This effect is seen as a Doppler ‘‘burst’’ shown in the typical oscilloscope trace of Figure 9.29. The

Doppler burst is the frequency signal created by a particle moving through the measuring volume. If

the instantaneous velocity of a dynamic flow varies with time, the Doppler shift from successive

scatters will vary with time. This time-dependent frequency information can be extracted by any

variety of processing equipment that can interpret the signal current. The most common is the burst

analyzer.

Burst analyzers extract Doppler frequency information by performing a Fourier analysis (see

Chapter 2) on the input signal. This is done by first discretizing the photodetector analog signal at a

high sample rate and then analyzing the signal.

Beam 1

Beam
splitter

Beam
Beam 2

Lens
Flow

Measuring
volume (sensor)

Electrical
signal

Receiving
optics

Photodetector
(transducer)

F

Laser

Figure 9.28 Laser Doppler anemometer, shown here in the dual-beam mode of operation.
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The analysis can work in one of two ways. In the first approach, the analyzer performs the fast

Fourier transform (FFT) continuously on small blocks of data from which the Doppler frequency is

directly determined. In the second mode, the correlation mode, the sampled signal is correlated with

itself through a mathematical transformation of the form

Rj ¼
Xn
i¼1

xðiÞxði þ jÞ ð9:52Þ

where i refers to the sample value at time t and j to the sample value at time delay Dt. This operation

improves the signal-to-noise ratio (SNR) of the signal; the frequency is determined from the

correlation function and the sample rate. From Equation 9.51, the Doppler frequency can be

converted to a velocity and provided as an output signal. The acquisition and analysis occur rapidly

so that the signal appears nearly continuous in time and with only a short time lag.

All methods output a voltage that is proportional to the instantaneous velocity, which makes

their signal easy to process, or a digital output path to a digital file for signal analysis. At very low

light levels and very few scattering particles, the signal level to noise level can be very low. In such

cases, photon correlation techniques are successful (20,21).

The LDA technique measures velocity at a point. Thus, its probe volume needs to be moved

around to map out the flow field. If the SNR and seeding is good, the LDA can measure time-

dependent velocities well. The LDA technique is particularly useful where probe blockage effects

render other methods unsuitable, where fluid density and temperature fluctuations occur, or where

environments hostile to physical sensors exist. An extended discussion of LDA techniques can be

found elsewhere (21,22).

Example 9.11

A laser Doppler anemometer made up of a He-Ne laser (l ¼ 632.8 nm) is used to measure the

velocity of water at a point in a flow. A 150-mm lens, with u ¼ 11 degrees, is used to operate

the LDA in a dual-beam mode. If an average Doppler frequency of 1.41 MHz is measured,

estimate the velocity of water.

KNOWN f D ¼ 1:41 MHz

l ¼ 632:8 nm u ¼ 11 degrees

ASSUMPTIONS Scattering particles follow the water exactly.

Figure 9.29 Oscilloscope trace of a photodiode

output showing the Doppler frequency from a

single particle moving through the measuring

volume.
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FIND U

SOLUTION Using Equation 9.51,

U ¼ l

2 sin u=2
f D ¼ 632:8 � 10�9 m

2 sin 11�=2ð Þ
� �

1:41 � 106 Hz
� � ¼ 4:655 m=s

Particle Image Velocimetry

Particle image velocimetry (PIV) measures the full-field instantaneous velocities in a planar cross

section of a flow. The technique tracks the time displacement of particles, which are assumed to

follow the flow. Principle components for the technique are a coherent light source (laser beam),

optics, a CCD-camera, and dedicated signal interrogation software.

In a simple overview, the image of particles suspended in the flow are illuminated and recorded

during very-short-duration repetitive flashes of a laser beam. These images are recorded and

compared. The distance traveled by any particle during the period between flashes is a measure of its

velocity. By repeatedly flashing the laser, in the manner of a strobe light, the particle positions can be

tracked and velocity as a function of time obtained.

In a typical layout, such as shown in Figure 9.30, a pulsed flash laser beam is passed through a

cylindrical lens, which converts the beam into a two-dimensional (2-D) sheet of light. This laser

sheet is mechanically situated to illuminate an appropriate cross section of the flow field. The

camera is positioned and focused to record the view of the illuminated field. The laser flash and

camera shutter are synchronized to capture the flow image. The acquired digital image is stored and

processed by interrogation software, resulting in a full-field instantaneous velocity mapping of the

flow.

The operating principle is based on particle displacement with time

U
* ¼ Dx

*
=Dt ð9:53Þ

where U
*

is the instantaneous particle velocity vector based on its spatial position x*(x, y, z, t). The

camera records particle position at each flash into separate image frames. To obtain velocity data in a

rapid manner, each image is divided into small areas, called interrogation areas. The corresponding

interrogation areas between two images, I1 and I2, are cross-correlated with each other, on a pixel-

by-pixel basis. A particular particle movement from position x*1 to x*2 shows up as a signal peak in

Figure 9.30 Basic layout of a digital particle image velocimeter.
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the correlation R12(Dx*), where

R12 Dx*ð Þ ¼
Z
A

Z
I1 Dx*ð ÞI2 x* þ Dx*ð Þdx* ð9:54Þ

so identifying the common particle and allowing the estimate of the particle displacement Dx*. By

repeating the cross-correlation between images for each interrogation area, a velocity vector map of

the full area results.

A number of variations of this process have been developed but the concept remains the same.

The technique works in gases or liquids. Three-dimensional information can be obtained by using

two cameras. As with LDA, particle size and properties should be chosen relative to the fluid and

flow velocities expected so that the particles move with the fluid, but large enough relative to camera

pixel size to avoid peak-locking errors (23). The maximum flow speed measurable is limited by the

interrogation area size. The resolution depends on laser flash width and separation time, flow

velocity, camera recording time, and image magnification. Raffel et al. (23) discuss the technique,

its variations, and error estimates.

Selection of Velocity Measuring Methods

Selecting the best velocity measuring system for a particular application involves a number of

factors that an engineer needs to weight accordingly:

1. Required spatial resolution

2. Required velocity range

3. Sensitivity to velocity changes only

4. Required need to quantify dynamic velocity

5. Acceptable probe blockage of flow

6. Ability to be used in hostile environments

7. Calibration requirements

8. Low cost and ease of use

When used under appropriate conditions, the uncertainty in velocity determined by any of the

discussed methods can be as low as 1% of the measured velocity, although under special conditions

LDA methods can have an uncertainty one order of magnitude lower (24).

Pitot-Static Pressure Methods

The pressure probe methods are best suited for finding the mean velocity in fluids of constant

density. Relative to other methods, they are the simplest and cheapest method available to measure

velocity at a point. Probe blockage of the flow is not a problem in large ducts and away from walls.

Fluid particulate blocks the impact ports, but aspirating models are available for such situations.

They are subject to mean flow misalignment errors. They require no calibration and are frequently

used in the field and laboratory alike.

Thermal Anemometer

Thermal anemometers are best suited for use in clean fluids of constant temperature and density.

They are well suited for measuring dynamic velocities with very high resolution. However, signal
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interpretation in strongly dynamic flows can be complicated (17,25). Hot-film sensors are less

fragile and less susceptible to contamination than hot-wire sensors. Probe blockage is not significant

in large ducts and away from walls. Thermal anemometers are 180 degrees directionally ambiguous

(i.e., flows from the left or right directions give the same output signal), an important factor in flows

that may contain flow reversal regions. An industrial-grade system can be built rather inexpensively.

The thermal anemometer is usually calibrated against either pressure probes or an LDA.

Laser Doppler Anemometer

The laser Doppler anemometer (LDA) is a relatively expensive and technically advanced point

velocity measuring technique that can be used for most types of flows but is also well suited to hostile,

combusting, or highly dynamic (unsteady, pulsatile, or highly turbulent) flow environments. It offers

good frequency response, small spatial resolution, no probe blockage, and simple signal interpretation,

but requires optical access and the presence of scattering particles. This method provides very good

temporal resolution for time-accurate measurements in turbulent flows. The method measures the

velocity of particles suspended in the moving fluid, not the fluid velocity, so careful planning is

required in particle selection to ensure that the particle velocities represent the fluid velocity exactly.

The size and concentration of the particles govern the system frequency response (26,27).

Particle Image Velocimetry

Particle image velocimetry (PIV) is a relatively expensive and technically advanced full-field

velocity measuring technique that can be used for most types of flows, including hostile and

combusting flows. There is no probe blockage of the flow, but it requires optical access and the

presence of scattering particles. The method provides an instantaneous snapshot of the flow,

providing excellent views of flow structures. Time-dependent quantification of such dynamic flows

is possible, but frequency bandwidth is limited to camera frame rate and spatial resolution. As with

LDA, this method measures the velocity of particles suspended in the moving fluid, not the fluid

velocity, so careful planning is required in particle selection to ensure that the particle velocities

represent the fluid velocity exactly.

9.10 SUMMARY

Several reference pressure instruments have been presented that form the working standards for

pressure transducer calibration. Pressure transducers convert sensed pressure into an output form

that is readily quantifiable. These transducers come in many forms but tend to operate on hydrostatic

principles, expansion techniques, or force-displacement methods.

In moving fluids, special care must be taken when measuring pressure to delineate between

static and total pressure. Methods for the separate measurement of static and total pressure or for the

measurement of the dynamic pressure are readily available and well documented. But improper

measuring technique causes errors, lowering the total pressure or increasing the static pressure.

Measuring the local velocity within a moving fluid can be accomplished in a number of ways.

Selecting the proper tool requires assessment of the need: mean or fluctuating velocity, point or full

field measurement, optical access or opaque boundaries or fluid. Specifically, dynamic pressure,

thermal anemometry, Doppler anemometry, and particle velocimetry methods have been presented.

As discussed, each method offers advantages over the others, and the best technique must be

carefully weighed against the needs and constraints of a particular application.
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NOMENCLATURE

d diameter (l )

ei elemental errors

df fringe spacing (l )

fD doppler frequency (Hz)

h depth (l )

h0 reference depth (l )

k ratio of specific heats

p pressure (m�1lt�2)

pa applied pressure (m�1lt�2)

pabs absolute pressure (m�1lt�2)

pe relative static pressure error (m�1lt�2)

pi indicated pressure (m�1lt�2)

pm measured pressure (m�1lt�2)

pt total or stagnation pressure (m�1lt�2)

pv dynamic pressure (m�1lt�2)

q charge (C)

r radius (l )

t thickness (l )

y displacement (l )

r density (ml�3)

i time constant (t)

f latitude

vn natural frequency (t�1)

z altitude (l )

C capacitance (F)

E voltage (V)

Em bulk modulus of elasticity (m�1lt�2)

Gr Grashof number

H manometer deflection height (l )

K static sensitivity

Kq charge sensitivity (m�1lt�2)

KE voltage sensitivity (Vm�1t�2)

M Mach number

Red Reynolds number, Re ¼ Vd/v

S specific gravity

U velocity (lt�l)

8 volume (l 3)

g specific weight (ml�2t�2)

e dielectric constant

l wavelength (l )

m absolute viscosity (mt�1l�1)

v kinematic viscosity (l2/t)

yp Poisson ratio

PROBLEMS

9.1 Convert the following absolute pressures to gauge pressure units of N/m2:

a. 12.2 psia

b. 2.0 bar abs

c. 29.92 in. H2O absolute

d. 760 mm Hg abs

Problems 417
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9.2 Convert the following gauge pressures into absolute pressure relative to one standard atmosphere:

a. �12.0 psi

b. 200 mm Hg

c. 10.0 kPa

d. 7.62 cm H2O

9.3 A water-filled manometer is used to measure the pressure in an air-filled tank. One leg of the

manometer is open to atmosphere. For a measured manometer deflection of 250 cm water, determine

the tank static pressure. Barometric pressure is 101.3 kPa abs.

9.4 A deadweight tester is used to provide a standard reference pressure for the calibration of a pressure

transducer. A combination of 25.3 kgf of 7.62-cm-diameter stainless steel disks is needed to balance

the tester piston against its internal pressure. For an effective piston area of 5.065 cm2 and a piston

weight of 5.35 kgf, determine the standard reference pressure in bars, N/m2, and Pa abs. Barometric

pressure is 770 mm Hg abs, elevation is 20 m, and latitude is 42 degrees.

9.5 The pressure differential across an orifice plate meter is measured using an inclined tube manometer

with one pressure attached to each end of the manometer. Under no flow conditions, the mano-

meter deflection is zero. For a set flow rate, the manometer deflects 10 cm H2O. With a manometer

inclination of 30 degrees relative to horizontal, determine the pressure differential across the orifice

meter.

9.6 Show that the static sensitivity of an inclined tube manometer is a factor of 1=sinu higher than for a

U-tube manometer.

9.7 Determine the static sensitivity of an inclined tube manometer set at an angle of 30 degrees. The

manometer tube measures the pressure difference of air using mercury as the manometer fluid.

9.8 Show that the instrument (systematic) uncertainty in an inclined tube manometer in Example 9.3

increases to 6.8 N/m2 as u goes to 90 degrees.

9.9 Determine the maximum deflection and the natural frequency of a 0.1-in.-thick diaphragm made of

steel (Em ¼ 30 Mpsi, vp ¼ 0.32, r= 0.28 lbm/in.3) if the diaphragm must be 0.75 in. in diameter.

Determine its differential pressure limit.

9.10 A strain gauge, diaphragm pressure transducer (accuracy: <0.1% reading) is subjected to a pressure

differential of 10 kPa. If the output is measured using a voltmeter having a resolution of 10 mV and

accuracy of better than 0.1% of the reading, estimate the uncertainty in pressure at the design stage.

How does this change at 100 and 1000 kPa?

9.11 Select a practical fluid to use in a manometer to measure pressures up to 69 kPa of an inert gas (g ¼
10.4 N/m3), if water (g¼ 9800 N/m3), oil (S¼ 0.82), and mercury (S¼ 13.57) are available. Discuss

the rationale for your choice(s).

9.12 An air pressure over the 200- to 400-N/m2 range is to be measured relative to atmosphere using a U-

tube manometer with mercury (S ¼ 13.57). Manometer resolution is 1 mm with a zero error

uncertainty of 0.5 mm. Estimate the design-stage uncertainty in gauge pressure based on the

manometer indication at 20�C. Would an inclined manometer (u ¼ 30 degrees) be a better choice if

the inclination could be set to within 0.5 degree?

9.13 Calculate the design-stage uncertainty in estimating a nominal pressure of 10,000 N/m2 using an

inclined manometer (resolution: 1 mm; zero error uncertainty: 0.5 mm) with water at 20�C for

inclination angles of 10 to 90 degree (using 10-degree increments). The inclination angle can be set

to within 1 degree.
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9.14 The pressure drop across a valve through which air flows is expected to be 10 kPa. If this

differential were applied to the two legs of a U-tube manometer filled with mercury, estimate the

manometer deflection. What is the deflection if a 30-degree inclined tube manometer were used?

SHg ¼ 13.6.

9.15 Estimate the sensitivity (pF/mm) of a capacitance transducer, such as in Figure 9.13, using water as

the dielectric medium. The transducer plates have an overlap area of 8.1 � 0.01 mm2 with an average

gap separation of 1 mm.

9.16 A diaphragm pressure transducer is calibrated against a pressure standard that has been certified by

the National Institute of Standards and Technology (NIST) (b ¼ 0.25 psi). Both the standard and

pressure transducer output a voltage signal, which is to be measured by a voltmeter (b ¼ 5 mV;

resolution: 1mV). A calibration curve fit yields: p ¼ 0.564 + 24.0E � 0.5 psi (68%) based on 35

points over the 0- to 100-psi range. When the transducer is installed for its intended purpose,

installation effects are estimated to affect its reading by 0.25 psi (68%). Estimate the uncertainty

associated with a pressure measurement using the installed transducer-voltmeter system.

9.17 A diaphragm pressure transducer is coupled with a water-cooled sensor for high-temperature

environments. Its manufacturer claims that it has a rise time of 10 ms, a ringing frequency of 200 Hz,

and damping ratio of 0.8. Describe a test plan to verify the manufacturer’s specifications. Would this

transducer have a suitable frequency response to measure the pressure variations in a typical four-

cylinder engine? Show your reasoning.

9.18 Find the natural frequency of a 1-mm-thick, 6-mm-diameter steel diaphragm to be used for high-

frequency pressure measurements near atmospheric pressure. What would be the maximum

operating pressure difference that could be applied? What is the effect of a larger diameter for

this application?

9.19 Estimate the differential pressure limit for a 0.5-mm-thick, 25-mm-diameter steel diaphragm

pressure transducer. vp ¼ 0.32, Em ¼ 200 GPa.

9.20 The pressure fluctuations in a pipe filled with air at 20�C at about 1 atm is to be measured using a

static wall tap, rigid connecting tubing, and a diaphragm pressure transducer. The transducer has a

natural frequency of 100,000 Hz. For a tap and tubing diameter of 3.5 mm, a tube length of 0.25 m,

and a transducer dead volume of 1600 mm3, estimate the resonance frequency of the system. What is

the maximum frequency that this system can measure with no more than a 10% dynamic error? Plot

the frequency response of the system.

9.21 What is the sensitivity of a pitot-static tube pressure relative to velocity?

9.22 A pitot-static pressure probe inserted within a large duct indicates a differential pressure of 20.3 cm

H2O. What is the velocity measured?

9.23 A tall pitot-static tube is mounted through and 1.5-m above the roof of a performance car such that it

senses the freestream flow. Estimate the static, stagnation, and dynamic pressure sensed at 325 kph, if

(a) the car is moving on a long, straight section of road; and (b) the car is stationary within an open-

circuit wind tunnel where the flow is blown over the car.

9.24 The pressure transmission line response equation of Equation 9.23 can be derived by considering

the forces acting on a fluid element within the connecting tubing. Develop a model for the

system measured pressure response based on an applied pressure force, shear resistance force,

and restoring compliance related force through Newton’s momentum (second law) principles. Refer

to Figure 9.31.
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9.25 A 1.5-mm i.d., 1-m-long catheter filled with saline is attached to a diaphragm pressure transducer.

The system has a compliance of 2 � 10�4mL/mm Hg. Estimate the natural frequency and damping

ratio of the system. Use water for your calculations.

9.26 Compare the inertance of water in a 0.2-m-long tube to that of a 1-m-long tube each of 25-mm and

then of 12.5-mm diameter.

9.27 The output from a resting healthy human adult heart is about 5 L/min. We can estimate that the mean

systemic pressure is 95 mm Hg with a mean atrial pressure of 4 mm Hg. The mean pulmonary

pressure is 15 mm Hg with an atrial pressure of 2 mm Hg. Compare the vascular resistance of the left

(systemic) circulation to that of the right (pulmonary) circulation. Assume that the flow remains

laminar.

9.28 The left ventricle of a healthy man ejects 80 mL of blood into the aorta each heart beat. The

pressure of the corresponding circulation varies between 120 and 80 mm Hg during each beat,

known as the blood pressure, for a change of 40 mm Hg. Estimate the average compliance of the

left circulation.

9.29 A system similar to that described in Example 9.8 is used to measure surface pressures on a car

during a wind tunnel test. Estimate the overall uncertainty of the measurements using the 12-bit

A/D converter. Typical wind tunnel measurements of a stock race car at 180 km/hr based on N¼ 100

are:

Pressure (cm H2O)

Position jpavrj sp

Hood 0.8 0.025

Roof 3.3 0.0025

Rear deck 8.0 0.05

9.30 Wall pressure taps (e.g., Figs. 9.19 and 9.21) are often used to sense surface pressure and are

connected to transducers by connecting tubing. Two race engineers discuss the preferred diameter of

the tubing to measure pressure changes on a car as it moves along a track. The tubing length may be

d

ρ∀ x⋅⋅

pa
π
4

d2

8πμL x⋅

π2Emd4

16∀
x

x Figure 9.31 Freebody diagram for

Problem 9.24.
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up to 2 m. Engineer A suggests very small 2-mm-diameter tubing to reduce air volume so as to

increase response time. Engineer B disagrees and suggests 5-mm tubing to balance air friction with

air volume to increase response time. Offer your opinion and its basis. (Hint: Look at length-to-

diameter effects.)

9.31 Show that Equation 9.23 can be reduced to the fundamental form of Equation 9.22 in terms of system

inertance, resistance, and compliance.

9.32 Apply a circuit analysis to an RLC analog of Figure 9.22 showing the steps to achieve Equations 9.21

through 9.23. Use the direct analogy equating Ea; Em with pa; pm, respectively.

9.33 Determine the resolution of a manometer required to measure the velocity of air from 5 to 50 m/s

using a pitot-static tube and a manometer fluid of mercury (S ¼ 13.57) to achieve a zero-order

uncertainty of 5% and 1%.

9.34 A long cylinder is placed into a wind tunnel and aligned perpendicular to an oncoming freestream.

Static wall pressure taps are located circumferentially about the centerline of the cylinder at 45-

degree increments with 0 degrees at the impact (stagnation) position. Each tap is connected to a

separate manometer referenced to atmosphere. A pitot-static tube indicates an upstream dynamic

pressure of 20.3 cm H2O, which is used to determine the freestream velocity. The following static

pressures are measured:

Tap (degrees) p (cm H2O) Tap (degrees) p (cm H2O)

0 0.0 135 5.0

30 20.3 180 5.2

90 81.3

Compute the local velocities around the cylinder if the total pressure in the flow remains constant.

patm ¼ 101.3 kPa abs, Tatm ¼ 16�C.

9.35 A 6-mm-diameter pitot-static tube is used as a working standard to calibrate a hot-wire anemometer

in 20�C air. If dynamic pressure is measured using a water-filled micromanometer, determine the

smallest manometer deflection for which the pitot-static tube can be considered as accurate without

correction for viscous effects.

9.36 For the thermal anemometer in Figures 9.26 and 9.27, determine the decade resistance setting

required to set a platinum sensor at 40�C above ambient if the sensor ambient resistance is 110 V and

R3 ¼ 500 V and R4 ¼ 500 V, a ¼ 0.00395�C�1.

9.37 Determine the static sensitivity of the output from a constant resistance anemometer as a function of

velocity. Is it more sensitive at high or at low velocities?

9.38 A laser Doppler anemometer setup in a dual-beam mode uses a 600-mm focal length lens (u ¼
5.5 degrees) and an argon-ion laser (l ¼ 514.4 nm). Compute the Doppler shift frequency, fD,

expected at 1, 10, and 100 m/s. Repeat for a 300-mm lens (u ¼ 7.3 degrees).

9.39 A set of 5000 measurements of velocity at a point in a flow using a dual-beam LDA gives the

following results:

U ¼ 21:37 m=s sU ¼ 0:43 m=s

For the system, u ¼ 6 degrees and l ¼ 623.8 nm, what is the mean Doppler frequency measured?
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9.40 In order to measure the flow rate in a 2 m � 2 m air conditioning duct, an engineer uses a pitot-static

probe to measure dynamic head. The duct is divided into nine equal rectangular areas with the

pressure measured at the center of each. Based on the results below, estimate the flow rate for air at

15�C and 1 atm.

Position 1 2 3 4 5 6 7 8 9

H (mm H2O) 5.0 6.0 6.5 6.0 5.0 6.5 7.5 7.0 5.0
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Chapter 10

Flow Measurements

10.1 INTRODUCTION

The rate at which a fluid moves through a conduit is measured in terms of the quantity known as the

flow rate. This chapter discusses some of the most common and accepted methods for measuring

flow rate. Flow rate can be expressed in terms of a flow volume per unit time, known as the

volume flow rate, or as a mass flow per unit time, known as the mass flow rate. Flow rate devices,

called flow meters, are used to quantify, totalize, or monitor flowing processes. Type, accuracy, size,

pressure drop, pressure losses, capital and operating costs, and compatibility with the fluid are

important engineering design considerations for choosing a flow metering device. All methods have

both desirable and undesirable features that necessitate compromise in the selection of the best

method for the particular application, and many such considerations are discussed in this chapter.

Inherent uncertainties in fluid properties, such as density, viscosity, or specific heat, can affect the

accuracy of a flow measurement. However, some techniques, such as those incorporated into coriolis

mass flow meters, do not require knowledge of exact fluid properties, allowing for highly accurate

mass flow measurements in demanding engineering applications. The chapter objective is to present

both an overview of basic flow metering techniques for proper meter selection, as well as those

design considerations important in the integration of a flow rate device with the process system it

will meter.

Upon completion of this chapter, the reader will be able to

� relate velocity distribution to flow rate within conduits,

� use engineering test standards to select and specify size, specify installation considerations,

and use common obstruction meters,

� understand the differences between volume flow rate and mass flow rate and the means

required to measure each,

� describe the physical principles employed in various commercially available types of flow

meters and the engineering terms common to their use, and

� clearly describe primary and secondary calibration methods for flow meters.

10.2 HISTORICAL BACKGROUND

The importance to engineered systems give flow measurement methods their rich history. The

earliest available accounts of flow metering were recorded by Hero of Alexandria (ca. 150 B.C.) who

proposed a scheme to regulate water flow using a siphon pipe attached to a constant head reservoir.

423



E1C10 09/14/2010 13:4:37 Page 424

The early Romans developed elaborate water systems to supply public baths and private homes. In

fact, Sextus Frontinius (A.D. 40–103), commissioner of water works for Rome, authored a treatise on

design methods for urban water distribution systems. Evidence suggests that Roman designers

understood correlation between volume flow rate and pipe flow area. Weirs were used to regulate

bulk flow through aqueducts, and the cross-sectional area of terra-cotta pipe was used to regulate

fresh running water supplies to individual buildings.

Following a number of experiments conducted using olive oil and water, Leonardo da Vinci

(1452–1519) first formally proposed the modern continuity principle: that duct area and fluid

velocity were related to flow rate. However, most of his writings were lost until centuries later, and

Benedetto Castelli (ca. 1577–1644), a student of Galileo, has been credited in some texts with

developing the same steady, incompressible continuity concepts in his day. Isaac Newton (1642–

1727), Daniel Bernoulli (1700–1782), and Leonhard Euler (1707–1783) built the mathematical and

physical bases on which modern flow meters would later be developed. By the nineteenth century,

the concepts of continuity, energy, and momentum were sufficiently understood for practical

exploitation. Relations between flow rate and pressure losses were developed that would permit the

tabulation of the hydraulic coefficients necessary for the quantitative engineering design of many

modern flow meters.

10.3 FLOW RATE CONCEPTS

The flow rate through a conduit, be it a pipeline, duct, or channel, depends on fluid density, average

fluid velocity, and conduit cross-sectional area. Consider fluid flow through a circular pipe of radius

r1 and having a velocity profile at some axial pipe cross section given by uðr; uÞ. The mass flow rate

depends on the average mass flux flowing through a cross-sectional area; that is, it is the average

product of fluid density times fluid velocity and area, as given by

_m ¼
ðð
A

ruðr; uÞdA ¼ rUA ð10:1Þ

The pipe area is simply A ¼ pr2
1. We see that to directly make a mass flow rate measurement, the

device must be sensitive to the area-averaged mass flux per unit volume, rU , or to the fluid mass

passing through it per unit time. Mass flow rate has the dimensions of mass per unit of time (e.g.,

units of kg/s, lbm/s, etc.).

The volume flow rate depends only on the area-averaged velocity over a cross section of flow as

given by

Q ¼
ðð
A

udA ¼ UA ð10:2Þ

So to directly measure volume flow rate requires a device that is sensitive either to the average

velocity, U , or to the fluid volume passing through it per unit time. Volume flow rate has dimensions

of volume per unit time (e.g., units of m3/s, ft3/s, etc.).

The difference between Equations 10.1 and 10.2 is quite significant, in that either requires a

very different approach to its measurement: one sensitive to the product of density and velocity or to

mass rate, and the other sensitive only to the average velocity or to volume rate. In the simplest case,

where density is a constant, the mass flow rate can be inferred by multiplying the measured volume

flow rate by the density. But in the metering of many fluids, this assumption may not be good enough
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to achieve necessary accuracy. This can be because the density changes or it may not be well known,

such as in the transport of polymers or petrochemicals, or because small errors in density accumulate

into large errors, such as in the transport of millions of cubic meters of product per day.

The flow character can affect the accuracy of a flow meter. The flow through a pipe or duct can

be characterized as being laminar, turbulent, or a transition between the two. Flow character is

determined through the nondimensional parameter known as the Reynolds number, defined by

Red1
¼ Ud1

v
¼ 4Q

pd1v
ð10:3Þ

where v is the fluid kinematic viscosity and d1 is the diameter for circular pipes. In pipes, the flow is

laminar when Red1
< 2000 and turbulent at higher Reynolds number. The Reynolds number is a

necessary parameter in estimating flow ratewhen using several of the types of flow meters discussed. In

estimating the Reynolds number in noncircular conduits, the hydraulic diameter, 4rH, is used in place

of diameter d1, where rH is the wetted conduit area divided by its wetted perimeter.

10.4 VOLUME FLOW RATE THROUGH VELOCITY DETERMINATION

Volume flow rate can be determined with direct knowledge of the velocity profile as indicated by

Equation 10.2. This requires measuring the velocity at multiple points along a cross section of a

conduit to estimate the velocity profile. For highest accuracy, several traverses should be made at

differing circumferential locations to account for flow nonsymmetry. Methods for determining the

velocity at a point include any of those previously discussed in Chapter 9. Because it is a tedious

method, this procedure is most often used for the one-time verification or calibration of system flow

rates. For example, the procedure is often used in ventilation system setup and problem diagnosis,

where the installation of an in-line flow meter is not necessary because operation does not require

continuous monitoring.

When using this technique in circular pipes, a number of discrete measuring positions n are

chosen along each of m flow cross sections spaced at 360/m degrees apart, such as shown in

Figure 10.1. A velocity probe is traversed along each flow cross section, with readings taken at each

j = 2

j = m

j = 1
. . .

...

..
.

i = 1 2

r

3
n

360°
m

Figure 10.1 Lcation of n measurements along

m radial lines in a pipe.
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measurement position. There are several options in selecting measuring positions for different-

shaped ducts, and such details are specified in available engineering test standards (1, 2, 4, 15). The

simplest method is to divide the flow area into smaller equal areas, making measurements at the

centroid of each small area and assigning the measured velocity to that area. Regardless of the option

selected, the average flow rate is estimated along each cross section traversed using Equation 10.2

and the pooled mean of the flow rates for the m cross sections calculated to yield the best estimate of

the duct flow rate. Uncertainty is assessed both by repeating the measurements and by analyzing for

spatial variation effects. Example 10.1 illustrates this method for estimating volume flow rate.

Example 10.1

A steady flow of air at 20�C passes through a 25.4-cm inside diameter (i.d.) circular pipe. Avelocity-

measuring probe is traversed along three cross-sectional lines ( j ¼ 1, 2, 3) of the pipe, and

measurements are made at four radial positions (i ¼ 1, 2, 3, 4) along each traverse line, such that

m¼ 3 and n¼ 4. The locations for each measurement are selected at the centroids of equally spaced

areal increments as indicated below (1, 3). Determine the volume flow rate in the pipe.

Uij (m/s)

Radial Location, i r/r1 Line 1 ( j ¼ 1) Line 2 ( j ¼ 2) Line 3 ( j ¼ 3)

1 0.3536 8.71 8.62 8.78

2 0.6124 6.26 6.31 6.20

3 0.7906 3.69 3.74 3.79

4 0.9354 1.24 1.20 1.28

KNOWN Uij r=r1ð Þ for i ¼ 1; 2; 3; 4; j ¼ 1; 2; 3

d1 ¼ 25:4 cm A ¼ pd2
1=4 ¼ 0:051 m2

� �
ASSUMPTIONS Constant and steady pipe flow during all measurements; Incompressible flow

FIND Volume flow rate, Q

SOLUTION The flow rate is found by integrating the velocity profile across the duct along each

line and subsequently averaging the three values. For discrete velocity data, Equation 10.2 is

written along each line, m ¼ 1, 2, 3, as

Qj ¼ 2p

Z r1

0

Urdr � 2p
X4

i¼1

UijrDr

where Dr is the radial distance separating each position of measurement. This can be further

simplified since the velocities are located at positions that make up the centroids of equal areas:

Qj ¼
A

4

X4

i¼1

Uij
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Then, the mean flow rate along each line of traverse is

Q1 ¼ 0:252 m3/s Q2 ¼ 0:252 m3/s Q3 ¼ 0:254 m3/s

The average pipe flow rate Q is the pooled mean of the individual flow rates

Q ¼ hQi ¼ 1

3

X3

j¼1

Qj ¼ 0:253 m3/s

Example 10.2

Referring to Example 10.1, determine a value of the systematic standard uncertainty in mean flow

rate due to the measured spatial variation.

KNOWN Data of Example 10.1 over three (m ¼ 3) traverse sections.

SOLUTION The systematic standard uncertainty in mean flow rate due to error introduced by

the measured spatial variations is estimated by

bQ ¼ shQiffiffiffiffi
m

p ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP3

j¼1

Qj � hQi� �2
=2

s
ffiffiffi
3

p ¼ 0:0012ffiffiffi
3

p ¼ 0:0007 m3/s with n ¼ 2

10.5 PRESSURE DIFFERENTIAL METERS

The operating principle of a pressure differential flow rate meter is based on the relationship

between volume flow rate and the pressure drop Dp ¼ p1 � p2, between two locations along the flow

path,

Q / p1 � p2ð Þn ð10:4Þ
where n ¼ 1 for laminar flow occurring between the pressure measurement locations and n ¼ ½

for fully turbulent flow. Under steady flow conditions, an intentional reduction in flow area between

locations 1 and 2 causes a measurable local pressure drop across this flow path. This reduced flow

area leads to a concurrent local increase in velocity due to flow continuity (conservation of mass)

principles. The pressure drop is in part due to the so-called Bernoulli effect, the inverse relationship

between local velocity and pressure, but is also due to flow energy losses. Pressure differential flow

rate meters that use area reduction methods are commonly called obstruction meters.

Obstruction Meters

Three common obstruction meters are the orifice plate, the venturi, and the flow nozzle. Flow area

profiles of each are shown in Figure 10.2. These meters are usually inserted in-line with a pipe, such

as between pipe flanges. This class of meters as a whole operates using similar physical reasoning to

relate volume flow rate to pressure drop. Referring to Figure 10.3, consider an energy balance

between two control surfaces for an incompressible fluid flow through the arbitrary control volume
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shown. Under the assumptions of incompressible, steady and one-dimensional flow with no external

energy transfer, the energy equation is

p1

g
þ U

2

1

2g
¼ p2

g
þ U

2

2

2g
þ hL1�2

ð10:5Þ

where hL1�2
denotes the head losses occurring between control surfaces 1 and 2.

For incompressible flows, conservation of mass between cross-sectional areas 1 and 2 gives

U1 ¼ U2

A2

A1

ð10:6Þ

Then, substituting Equation 10.6 into Equation 10.5 and rearranging yields the incompressible

volume flow rate,

QI ¼ U2A2 ¼ A2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 � A2=A1ð Þ2

q
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 p1 � p2ð Þ

r

s
þ 2ghL1�2

ð10:7Þ

Flow

Flow

Flow

Forward
View

Forward
View

(a)

(c)

(b)

Figure 10.2 Flow area pro-

files of common obstruction

meters. (a) Square-edged

orifice plate meter. (b)

American Society of

Mechanical Engineers

(ASME) long radius nozzle.

(c) ASME Herschel venturi

meter.

Eddy recirculation regions

Vena contracta
streamlines

Control
volume

p1 p2

1
d1

d2

d0

2

Figure 10.3 Control volume concept as applied between two streamlines for flow through an obstruction meter.
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where the subscript I emphasizes that Equation 10.7 gives an incompressible flow rate. Later we

drop the subscript.

When the flow area changes abruptly, the effective flow area immediately downstream of the

area reduction is not necessarily the same as the pipe flow area. This was originally investigated by

Jean Borda (1733–1799) and illustrated in Figure 10.3. When a fluid cannot exactly follow a sudden

area expansion due to its own inertia, a central core flow called the vena contracta forms that is

bounded by regions of slower moving recirculating eddies. The pressure sensed with pipe wall taps

corresponds to the higher moving velocity within the vena contracta with its unknown flow area, A2.

To account for this unknown, we introduce a contraction coefficient Cc, where Cc ¼ A2=A0, with A0

based on the meter throat diameter, into Equation 10.7. This gives

QI ¼
CcA0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1 � CcA0=A1ð Þ2
q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 p1 � p2ð Þ

r

s
þ 2ghL1�2

ð10:8Þ

Furthermore the frictional head losses can be incorporated into a friction coefficient, Cf, such that

Equation 10.8 becomes

QI ¼
CfCcA0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1 � CcA0=A1ð Þ2
q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 p1 � p2ð Þ

r

s
ð10:9Þ

For convenience, the coefficients are factored out of Equation 10.9 and replaced by a single

coefficient known as the discharge coefficient, C. Keeping in mind that the ideal flow rate would

have no losses and no vena contracta, the discharge coefficient represents the ratio of the actual flow

rate through a meter to the ideal flow rate possible for the pressure drop measured, that is,

C ¼ QIactual
=QIideal

. Reworking Equation 10.9 leads to the incompressible operating equation

QI ¼ CEA0

ffiffiffiffiffiffiffiffiffi
2Dp

r

s
¼ K0A0

ffiffiffiffiffiffiffiffiffi
2Dp

r

s
ð10:10Þ

where E, known as the velocity of approach factor, is defined by

E ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 � A0=A1ð Þ2

q ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 � b4

p ð10:11Þ

with the beta ratio defined as b ¼ d0/d1, and where K0 ¼ CE is called the flow coefficient.

The discharge coefficient and the flow coefficient are tabulated quantities found in test

standards (1, 3, 4). Each is a function of the flow Reynolds number and the b ratio for each

particular obstruction flow meter design, C ¼ f Red1
;bð Þ and K0 ¼ f Red1

;bð Þ.

Compressibility Effects

In compressible gas flows, compressibility effects in obstruction meters can be accounted for by

introducing the compressible adiabatic expansion factor, Y. Here Y is defined as the ratio of the

actual compressible volume flow rate, Q, divided by the assumed incompressible flow rate QI.

Combining with Equation 10.10 yields

Q ¼ YQI ¼ CEA0Y
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Dp=r1

p
ð10:12Þ
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where r1 is the upstream fluid density. When Y ¼ 1, the flow is incompressible, and Equation 10.12

reduces to Equation 10.10. Equation 10.12 represents the most general form of the working

equation for volume flow rate determination when using an obstruction meter.

The expansion factor, Y, depends on several values: the b ratio, the gas specific heat ratio, k, and

the relative pressure drop across the meter, p1 � p2ð Þp1, for a particular meter type, that is,

Y ¼ f b; k; p1 � p2ð Þ=p1½ �. As a general rule, compressibility effects should be considered if

p1 � p2ð Þ=p1 � 0:1.

Standards

The flow behaviors of the most common obstruction meters, namely the orifice plate, venturi, and

flow nozzle, have been studied to such an extent that these meters are used extensively without

calibration. Values for the discharge coefficients, flow coefficients, and expansion factors are

tabulated and available in standard U.S. and international flow handbooks along with standardized

construction, installation, and operation techniques (1, 3, 4, 16). Equations 10.10 and 10.12 are very

sensitive to pressure tap location. For steam or gas flows, pressure taps should be oriented on the top

or side of the pipe; for liquids, pressure taps should be oriented on the side. We discuss the

recommended standard tap locations with each meter (1, 4). A nonstandard installation or design

requires an in situ calibration.

Orifice Meter

An orifice meter consists of a circular plate having a central hole (orifice). The plate is inserted into a

pipe so as to effect a flow area change. The orifice hole is smaller than the pipe diameter and

arranged to be concentric with the pipe’s i.d. The common square-edged orifice plate is shown in

Figure 10.4. Installation is simplified by housing the orifice plate between two pipe flanges. With

this installation technique any particular orifice plate is interchangeable with others of different b
value. The simplicity of the design allows for a range of b values to be maintained on hand at modest

expense.

For an orifice meter, plate dimensions and use are specified by engineering standards (1, 4).

Equation 10.12 is used with values of A0 and b based on the orifice (hole) diameter, d0. The plate

thickness should be between 0.005 d1 and 0.02 d1, otherwise a taper must be added to the

downstream side (1, 4). The exact placement of pressure taps is crucial to use standard coefficients.

Standard pressure tap locations include (1) flange taps where pressure tap centers are located

25.4 mm (1 in.) upstream and 25.4 mm (1 in.) downstream of the nearest orifice face, (2) d and

d/2 taps located one pipe diameter upstream and one-half diameter downstream of the upstream

orifice face, and (3) vena contracta taps. Nonstandard tap locations always require in situ meter

calibration.

Values for the flow coefficient, K0 ¼ Red1
;bð Þ and for the expansion factor, Y ¼

f b; k; p1 � p2ð Þ=p1½ � for a square-edged orifice plate are given in Figures 10.5 and 10.6 based

on the use of flange taps. The relative instrument systematic uncertainty in the discharge coefficient

(3) is �0.6% of C for 0:2 	 b 	 0:6 and b% of C for all b> 0.6. The relative instrument systematic

uncertainty for the expansion factor is about 4ðp1 � p2Þ=p1½ �% of Y. Realistic estimates of the

overall systematic uncertainty in estimating Q using an orifice meter are between 1% (high b) and

3% (low b) at high Reynolds numbers when using standard tables. Although the orifice plate

represents a relatively inexpensive flow meter solution with an easily measurable pressure drop,
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it introduces a large permanent pressure loss, Dpð Þloss ¼ rghL, into the flow system. The pressure

drop is illustrated in Figure 10.4 with the pressure loss estimated from Figure 10.7.

Rudimentary versions of the orifice plate meter have existed for several centuries. Both

Torricelli and Newton used orifice plates to study the relation between pressure head and efflux from

reservoirs, although neither ever got the discharge coefficients quite right (5).

Venturi Meter

A venturi meter consists of a smooth converging (21 degrees 
 1 degree) conical contraction

to a narrow throat followed by a shallow diverging conical section, as shown in Figure 10.8.

The engineering standard venturi meter design uses either a 15-degree or 7-degree divergent

x

d and d/2 pressure taps
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Figure 10.4 Square-edged orifice meter installed in a pipeline with optional 1 d and ½ d, and flange pressure

taps shown. Relative flow pressure drop along pipe axis is shown.
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section (1, 4). The meter is installed between two flanges intended for this purpose. Pressure taps are

located just ahead of the upstream contraction and at the throat. Equation 10.12 is used with values

for both A and b based on the throat diameter, d0.

The quality of a venturi meter ranges from cast to precision-machined units. The discharge

coefficient varies little for pipe diameters above 7.6 cm (3 in.). In the operating range 2 � 105 	
Red1

	 2 � 106 and 0:4 	 b 	 0:75, a value of C ¼ 0:984 with a systematic uncertainty of 0.7%

(95%) for cast units and C ¼ 0:995 with a systematic uncertainty of 1% (95%) for machined units

should be used (1, 3, 4). Values for expansion factor are shown in Figure 10.6 and have an instrument

systematic uncertainty of 4 þ 100b2
� �

p1 � p2ð Þ=p1

� �
% of Y (3). Although a venturi meter presents

a much higher initial cost over an orifice plate, Figure 10.7 demonstrates that the meter shows a

much smaller permanent pressure loss for a given installation. This translates into lower system

operating costs for the pump or blower used to move the flow.

The modern venturi meter was first proposed by Clemens Herschel (1842–1930). Herschel’s

design was based on his understanding of the principles developed by several men, most notably

those of Daniel Bernoulli. However, he cited the studies of contraction/expansion angles and their

corresponding resistance losses by Giovanni Venturi (1746–1822) and later those by James Francis

(1815–1892) as being instrumental to his design of a practical flow meter.

Flow Nozzles

A flow nozzle consists of a gradual contraction from the pipe’s inside diameter down to a narrow

throat. It needs less installation space than a venturi meter and has about 80% of the initial cost.

Common forms are the ISO 1932 nozzle and the ASME long radius nozzle (1, 4). The long radius
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Figure 10.5 Flow coeffi-

cients for a square-edged

orifice meter having flange

pressure taps. (Courtesy

of American Society of

Mechanical Engineers,

New York, NY; compiled

from data in reference 1.)
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nozzle contraction is that of the quadrant of an ellipse, with the major axis aligned with the flow axis,

as shown in Figure 10.9. The nozzle is typically installed inline, but can also be used at the inlet to

and the outlet from a plenum or reservoir or at the outlet of a pipe. Pressure taps are usually located

(1) at one pipe diameter upstream of the nozzle inlet and at the nozzle throat using either wall or

throat taps, or (2) d and d/2 wall taps located one pipe diameter upstream and one-half diameter

downstream of the upstream nozzle face. The flow rate is determined from Equation 10.12 with

values for Ao and b based on the throat diameter. Typical values for the flow coefficient and

expansion factor are given in Figures 10.10 and 10.6. The relative instrument systematic uncertainty

at 95% confidence for the discharge coefficient is about 2% of C and for the expansion factor

is about ½2ðp1 � p2Þ=p1�% of Y (3). The permanent loss associated with a flow nozzle is larger

than for a comparable venturi but significantly smaller than for an orifice (Fig. 10.7) for the same

pressure drop.
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Figure 10.6 Expansion factors for common obstruction meters with k ¼ cp=cv ¼ 1:4. (Courtesy of American

Society of Mechanical Engineers, New York, NY; compiled and reprinted from reference 1.)
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The idea of using a nozzle as a flow meter was first proposed in 1891 by John Ripley

Freeman (1855–1932), an inspector and engineer employed by a fire insurance firm. His work

required tedious tests to quantify pressure losses in pipes, hoses, and fittings. He noted a

consistent relationship between pressure drop and flow rate through fire nozzles at higher

flow rates.

Example 10.3

The U-tube manometer filled with manometer fluid (of specific gravity Sm) of Figure 10.11 is used

to measure the pressure drop across an obstruction meter. A fluid having specific gravity S flows

through the meter. Determine a relationship between the meter flow rate and the measured

manometer deflection, H.
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Figure 10.9 The ASME long-radius nozzle with the associated flow pressure drop along its axis.
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KNOWN Fluid (of specific gravity S and specific weight g)

Manometer fluid (of specific gravity Sm and specific weight gm)

ASSUMPTION Densities of the fluids remain constant.

FIND Q ¼ f ðHÞ
SOLUTION Equation 10.12 provides a relationship between flow rate and flow pressure drop.

From Figure 10.11 and hydrostatic principles, (see Chapter 9) the pressure drop measured by the

manometer is

Dp ¼ p1 � p2 ¼ gmH � gH ¼ gm � gð ÞH ¼ gH Sm=Sð Þ � 1½ �
Substituting this relation into Equation 10.12 yields the working equation based on the

equivalent pressure head:

Q ¼ CEAoY
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2gH Sm=Sð Þ � 1½ �

p
ð10:13Þ
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Figure 10.11 Manometer and flow meter of

Example 10.3. A taper must be added to the

downstream side of the orifice hole when the

plate thickness exceeds 0.02d1 (1).
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Example 10.4

A 10-cm-diameter, square-edged orifice plate is used to meter the steady flow of 16�C water through

an 20-cm pipe. Flange taps are used and the pressure drop measured is 50 cm Hg. Determine the pipe

flow rate. The specific gravity of mercury is 13.5.

KNOWN d1 ¼ 20 cm H ¼ 50 cm Hg d0 ¼ 10 cm

Water properties (properties are from Appendix B)

m ¼ 1:08 � 10�3 N-s/m2 r ¼ 999 kg/m3

ASSUMPTIONS Incompressible flow of a liquid Y ¼ 1ð Þ
FIND Volume flow rate, Q

SOLUTION Equation 10.12 is used with an orifice plate, and it requires knowledge of the

product CE. The beta ratio is b ¼ d0=d1 ¼ 0:5, so the velocity of approach factor is calculated from

Equation 10.11:

E ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 � b4

p ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 � 0:54

p ¼ 1:0328

We know that C ¼ f Red1
;bð Þ. The flow Reynolds number is estimated using Equation 10.3, which

can be modified with the relation, v ¼ m=r,

Red1
¼ 4Q

pd1v
¼ 4rQ

pd1m

We see that without information concerning Q, we cannot determine the Reynolds number, and so C

cannot be determined explicitly.

Instead, a trial-and-error iteration is undertaken: Guess a value for K0 (or for C) and iterate. A

good start is to guess a value at a high value of Red1
. This is the flat region of Figure 10.5, so choose a

value of K0 ¼ CE ¼ 0:625.

Based on the manometer deflection and Equation 10.13 (see Ex. 10.2),

Q ¼ CEA0Y
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2gH½ðSm=SÞ � 1�p ¼ K0A0Y

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2gH½ðSm=SÞ � 1�p

¼ ð0:625Þðp=4Þð0:10 mÞ2ð1Þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ð9:8 m/s2Þð0:50 mÞ½ð13:5=1Þ � 1�p

¼ 0:054 m3/s

Next we have to test the guessed value for K0 to determine if it was correct. For this value of Q,

Red1
¼ 4rQ

pd1m
¼ 4 999 kg/m3ð Þ 0:054 m3/sð Þ

p 0:20 m 1:08 � 10�3 N-s/m2
� �� � ¼ 3:2 � 105

From Figure 10.5, at this Reynolds number, K0 � 0:625. The solution is converged, so we conclude

that Q ¼ 0:054 m3/s.

Example 10.5

Air flows at 20�C through a 6-cm pipe. A square-edged orifice plate with b ¼ 0:4 is chosen to meter

the flow rate. A pressure drop of 250 cm H2O is measured at the flange taps with an upstream

pressure of 93.7 kPa abs. Find the flow rate.
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KNOWN d1 ¼ 6 cm p1 ¼ 93:7 kPa abs

b ¼ 0:4 T1 ¼ 20�C ¼ 293 K

H ¼ 250 cm H2O

Properties (found in Appendix B)

Air : v ¼ 1:0 � 10�5 m2/s

Water : rH2O ¼ 999 kg/m3

ASSUMPTIONS Treat air behavior as an ideal gas ðp ¼ rRTÞ
FIND Volume flow rate, Q

SOLUTION The orifice flow rate is found from Equation 10.12, which requires information

about E, C, and Y. From the given information, we calculate both the orifice area,

Ad0
¼ 4:52 � 10�4 m2, and, from Equation 10.11, the velocity of approach factor, E ¼ 1:013.

The air density is found from the ideal gas equation of state:

r1 ¼ p1

RT1

¼ 93;700 N/m2

287 N-m/kgð Þ 293 Kð Þ ¼ 1:114 kg/m3

or use air-property tables. The pressure drop is p1 � p2 ¼ rH2OgH ¼ 24; 500 N/m2.

The pressure ratio for this gas flow, ðp1 � p2Þ=p1 ¼ 0:26. For pressure ratios greater than 0.1 the

compressibility of the air should be considered. From Figure 10.6, Y ¼ 0.92 for k ¼ 1.4 (air) and a

pressure ratio of 0.26.

As in the previous example, the discharge coefficient cannot be found explicitly unless the

flow rate is known, since C ¼ f ðRed1
;bÞ. So a trial-and-error iterative approach is used. From

Figure 10.5, we start with a guess of K0 ¼ CE � 0:61 ðor C ¼ 0:60Þ. Then,

Q ¼ CEYAo

ffiffiffiffiffiffiffiffiffi
2Dp

r1

s
¼ ð0:60Þð1:013Þð0:92Þð4:52 � 10�4 m2Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2Þð24; 500 N/m2Þ

1:114 kg/m3

s

¼ 0:053 m3/s

Check: For this flow rate, Red1
¼ 4 Q/pd1y ¼ 7:4 � 104 and from Figure 10.5, K0 � 0:61 as

assumed. The flow rate through the orifice is taken to be 0.053 m3/s.

Example 10.6

A pump can often impose pressure oscillations into a pipe flow that affect pressure measurements.

Figure 10.12 plots separate pressure measurements taken upstream, p1, and downstream, p2, of an

orifice meter, as well as pressure differential measurements, Dp ¼ p1 � p2, taken across the meter.

The systematic effect of the oscillations on the internal pipe pressure is seen in comparing p1 and p2,

which rise and fall together with a correlation coefficient of rp1p2
¼ 0:998. Estimate the contribution

to random standard uncertainty in estimating pressure differential due to the data scatter. The

following information is known:

�p1 ¼ 9:25 kPa sp1
¼ 2:813 kPa N ¼ 20

�p2 ¼ 7:80 kPa sp2
¼ 2:870 kPa N ¼ 20

Dp ¼ 1:45 kPa sDp ¼ 0:188 kPa N ¼ 20
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SOLUTION As seen in Figure 10.12, pump-induced oscillations impose a trend on the

individual pressure measurements. This is confirmed by the high correlation coefficient (see

Chapter 4) between p1 and p2. Notably, the pressure differential signal is unaffected by this

periodicity because while the pressure within the pipe may rise and fall with time, the pressure

difference across the orifice plate remains unaffected. Hence, analyzing the individual pressure data

directly without accounting for this systematic effect would overstate the random uncertainty, which

should be due only to the data scatter; analyzing the pressure differential data eliminates the

systematic effect. We address these issues here and show a way to compensate for them.

The measured pressure differential is Dp ¼ 1:47 kPa, or, alternately, when calculated from the

individual pressure measurements, �p1 � �p2 ¼ 1:47 kPa.

We can estimate the random standard uncertainty in pressure differential directly from the data

variation in Dp as

s
Dp

¼ sDpffiffiffiffiffi
20

p ¼ 0:042 kPa with n ¼ 19:

Alternatively, we could analyze the individual pressure data and use these to estimate the random

standard uncertainty in Dp. With Dp ¼ p1 � p2, the sensitivities are

qDp
qp1

¼ 1
qDp
qp2

¼ �1

The elemental random standard uncertainties are

s�p1
¼ sp1ffiffiffiffiffi

20
p ¼ 0:629 kPa s�p2

¼ sp2ffiffiffiffiffi
20

p ¼ 0:642 kPa

Then, accounting for the correlated error influence on the pressures, we write

s
Dp

¼ qDp
qp1

s�p1

� �2

þ qDp
qp2

s�p2

� �2

þ 2
qDp
qp1

qDp
qp2

rp1p2
s�p1

s�p2

" #1=2

¼ 0:042 kPa ð10:14Þ

with n ¼ 19. Here the last term under the radical corrects for the correlated error between p1 and p2.

Thus, either method gives the same result for Dp and for s
Dp

. However, the first method is

preferred because it directly estimates the desired measured variable, Dp, and its random uncertainty

is unaffected by the systematic effect.
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Figure 10.12 Upstream and down-

stream pressures and differential

pressures across an orifice meter

for Example 10.6.
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If we neglected the correlated effect of the pump oscillation, we would instead be tempted to

calculate

s
Dp

¼ qDp
qp1

s�p1

� �2

þ qDp
qp2

s�p2

� �2
" #1=2

¼ 0:899 kPa

which overstates the random standard uncertainty significantly and is wrong.

COMMENT Equation 10.14 revisits a method to correct for imposed correlated effects on

random uncertainty estimates first discussed in Chapter 4. This example shows the importance of

reviewing data and data trends in a measurement to uncover test procedure tendencies that affect test

interpretation.

Sonic Nozzles

Sonic nozzles are used to meter and to control the flow rate of compressible gases (6). They may take

the form of any of the previously described obstruction meters. If the gas flow rate through an

obstruction meter becomes sufficiently high, the sonic condition will be reached at the meter throat.

At the sonic condition, the gas velocity equals the speed of sound of the gas. At that point the throat

is considered to be choked, that is, the mass flow rate through the throat is at a maximum for the

given inlet conditions. Any further increase in pressure drop across the meter does not increase the

mass flow rate. The theoretical basis for such a meter stems from the early work of Bernoulli,

Venturi, and Saint-Venant (1797–1886). In 1866, Julius Weisbach (1806–1871) developed a direct

relation between pressure drop and a maximum mass flow rate.

For a perfect gas undergoing an isentropic process, the pressure drop corresponding to the onset

of the choked flow condition at the meter minimum area, the meter throat, is given by the critical

pressure ratio:

p0

p1

� �
critical

¼ 2

k þ 1

� �k=ðk�1Þ
ð10:15Þ

where p0 is the throat pressure. If p0=p1ð Þ 	 p0=p1ð Þcritical the meter throat is choked and the gas

flows at the sonic condition mass flow rate.

The steady-state energy equation written for a perfect gas is given by

cpT1 þ 2U
2

1

2
¼ cpT0 þ 2U

2

0 ð10:16Þ
where cp is the constant pressure specific heat, which is assumed constant. Combining Equa-

tions 10.1, 10.15, and 10.16 with the ideal gas equation of state, p ¼ rRT , yields the mass flow for at

and below the critical pressure ratio:

_mmax ¼ r1Ao

ffiffiffiffiffiffiffiffiffiffiffi
2RT1

p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k

k þ 1

2

k þ 1

� �2=ðk�1Þ
s

ð10:17Þ

where k is the specific heat ratio of the gas. Equation 10.17 provides a measure of the ideal mass flow

rate for a perfect gas. As with all obstruction meters, this ideal rate must be modified using a

discharge coefficient to account for losses. However, the ideal and actual flow rates tend to differ by

no more than 3%. When calibrations cannot be run, a C ¼ 0:98 
 2% ð95%Þ is assumed (1).
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The sonic nozzle provides a very convenient method to meter and regulate a gas flow. The

judicious selection of throat diameter can establish any desired fluid flow rate provided that the flow

is sonic at the throat. This capability makes the sonic nozzle attractive as a local calibration standard

for gases. Special orifice plate designs exist for metering at very low flow rates (1). Both large

pressure drops and system pressure losses must be tolerated with the technique (1).

Example 10.7

A flow nozzle is to be used at choked conditions to regulate the flow of nitrogen N2 at 1.3 kg/s

through a 6-cm-i.d. pipe. The pipe is pressurized at 690 kPa abs and gas flows at 20�C. Determine the

maximum b ratio nozzle that can be used. RN2
¼ 297 N-m/kg-K.

KNOWN N2 k ¼ 1:4ð Þ p1 ¼ 690 kPa abs _m ¼ 1:3 kg/s

d1 ¼ 6 cm T1 ¼ 293 K r ¼ 7:93 kg/m3

ASSUMPTIONS Perfect gas (ideal gas with constant specific heats)

Steady, choked flow

FIND Find bmax ¼ d0max
=d1

SOLUTION Equation 10.17 can be rewritten in terms of nozzle throat area, A:

Amax ¼ _m

r1

ffiffiffiffiffiffiffiffiffi
2RT

p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k=ðk þ 1Þ½ � 2=ðk þ 1Þ½ �2=ðk�1Þ

q
¼ 8:12 � 10�4 m2

Since Ao ¼ pd2
0=4, this yields a maximum nozzle throat diameter, d0:

d0max
¼ 3:22 cm

Hence, b ¼ d0=d1 	 0:536 is required to maintain the specified mass flow rate.

Obstruction Meter Selection

Selecting between obstruction meter types depends on a number of factors and engineering

compromises. Primary considerations include meter placement, overall pressure loss, overall

(capital and operating) costs, accuracy, and operating range (turndown).

Placement

It is important to provide sufficient straight pipe lengths on each side of a flow meter to allow for

proper flow development. The flow development dissipates swirl, promotes a symmetric velocity

distribution, and allows for proper pressure recovery downstream of the meter so as to reduce

systematic error. Installation effects can be minimized by placing the flow meter outlined in Figure

10.13. However, the engineer needs to be wary that installation effects are difficult to predict,

particularly downstream of elbows (out-of-plane double elbow turns are notoriously difficult), and

Figure 10.13 is a guide for best practice (3, 7). Even with recommended lengths, an additional 0.5%
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Figure 10.13 Recommended placements for flow meters in a pipeline. (Courtesy of American Society of

Mechanical Engineers, New York, NY; reprinted from reference 1.)
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systematic uncertainty should be added to the uncertainty in the discharge coefficient to account for

swirl effects downstream of turns (3). Unorthodox installations require meter calibration to

determine flow coefficients or the use of special correction procedures (3, 7). The physical size

of a meter may become an important consideration in itself, since in large-diameter pipelines,

venturi and nozzle meters can take up a considerable length of pipe.

Pressure Loss

The unrecoverable overall pressure loss, Dploss, associated with a flow meter depends on the b ratio

and flow rate (Fig. 10.7). These losses must be overcome by the system prime mover (e.g., a pump,

fan, or compressor driven by a motor) in addition to any other pipe system losses. In established

systems, flow meters must be chosen on the basis of the pressure loss that the prime mover can

accommodate and still maintain a desired system flow rate. The power, _W , required to overcome any

loss in a system for flow rate Q is given by

_W ¼ Q
Dploss

h
ð10:18Þ

where h is the prime mover efficiency.

Costs

The actual cost of a meter depends on its initial capital cost, the costs of installing it (including

system down time), calibration costs, and the added capital and operating costs associated with flow

meter pressure losses to the system. Indirect costs may include product losses due to the meter flow

rate uncertainty.

Accuracy

The ability of an obstruction flow meter to accurately estimate the volume flow rate in a pipeline

depends on both the method used to calculate flow rate and factors inherent to the meter. If standard

tabulated values for meter coefficients are used, factors that contribute to the overall uncertainty of

the measurement enter through the following data-acquisition elemental errors: (1) actual b ratio

error and pipe eccentricity, (2) pressure and tap position errors, (3) temperature effects leading to

relative thermal expansion of components, and (4) actual upstream flow profile. These errors are in

addition to the errors inherent in the coefficients themselves and errors associated with the

estimation of the upstream fluid density (1). Direct in situ calibration of any flow meter installation

can assess these effects and their contributions to overall uncertainty. For example, the actual b ratio

value, pressure tap locations, and other installation effects would be included in a system calibration

and accommodated in the computed flow coefficient.

Turndown

The range over which a meter can be used is known as the meter turndown. The selection of a meter

should consider whether the system into which the meter is to be installed will be used at more than

one flow rate, and its effect on system performance over the entire anticipated flow rate range should

be included.
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Example 10.8

For the orifice meter in Example 10.3 with b ¼ 0:5 and a pressure drop of 50 cm Hg, calculate the

permanent pressure loss due to the meter that must be overcome by a pump.

KNOWN H ¼ 50 cm Hg

b ¼ 0:5

ASSUMPTION Steady flow

FIND Dploss

SOLUTION For a properly designed and installed orifice meter, the permanent pressure loss of

the meter is about 75% of the pressure drop across the meter (Fig. 10.7). Hence,

Dploss ¼ 0:75 � g
HgH ¼ 49:9 kPa or Hloss ¼ 38 cm Hgð Þ

COMMENT In comparison, for Q ¼ 0:053 m3/s a typical venturi (say a 15-degree outlet) with

a b ¼ 0:5 would provide a pressure drop equivalent to 19.6 cm Hg with a permanent loss of only

3.1 cm Hg. Since the pump needs to supply enough power to create the flow rate and to overcome

losses, a smaller pump could be used with the venturi.

Example 10.9

For the orifice of Example 10.8, estimate the operating costs required to overcome these permanent

losses if electricity is available at $0.08/kW-h, the pump is used 6000 h/year, and the pump-motor

efficiency is 60%.

KNOWN Water at 16�C Q ¼ 0:053 m3/s

Dploss ¼ 49:9 kPa h ¼ 0:60

ASSUMPTIONS Meter installed according to standards (1)

FIND Annual cost due to Dploss alone

SOLUTION The pump power required to overcome the orifice meter permanent pressure loss

is estimated from Equation 10.18,

_W ¼ Q
Dploss

h

¼ 0:55 m3/sð Þ 49; 900 Pað Þ 3600 s/hð Þ 1 N/m2/Pað Þ 1 W/N-m/sð Þ
0:6

¼ 4530 W ¼ 4:53 kW

The additional annual pump operating cost required to overcome this is

Cost ¼ ð4:53 kWÞð6000 h/yearÞð$0:08/kW-hÞ ¼ $2175/year

COMMENT In comparison, the venturi discussed in the Comment to Example 10.7 would cost

about $180/year to operate. If installation space allows, the venturi meter may be the less expensive

long-term solution.
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Example 10.10

An ASME long radius nozzle ðb ¼ 0:5Þ is to be installed into a horizontal section of 12-in. (ANSI

schedule 40) diameter (304.8 mm) pipe. A long, straight length of pipe exists just downstream of a

fully open gate valve but upstream of an in-plane 90-degree elbow. Determine the minimum lengths

of straight unobstructed piping that should exist upstream and downstream of the meter.

KNOWN d1 ¼ 11:938 in: ð303:28 mmÞ
b ¼ 0:5
Installation layout

FIND Meter placement

SOLUTION From Figure 10.13, the meter should be placed a minimum of eight pipe diameters

ðA ¼ 8Þ downstream of the valve and a minimum of three pipe diameters ðB ¼ 3Þ upstream of any

flow fitting. Note that since a typical flow nozzle has a length of about 1.5 pipe diameters, this

installation requires a straight pipe section of at least 8 þ 3 þ 1.5 ¼ 12.5 pipe diameters.

COMMENT A 12-in. diameter (Schedule 40) pipe has an inside diameter of 11.938 in. and an

outside diameter of 12.75 in. The equivalent metric pipe is DN 300 with outside diameter of

323.9 mm and inside diameter of 303.3 mm.

Laminar Flow Elements

Laminar flow meters take advantage of the linear relationship between volume flow rate and the

pressure drop over a length for laminar pipe flow (Red < 2000). For a pipe of diameter d

with pressure drop over a length L, the governing equations of motion lead to

Q ¼ pd4

128 m

p1 � p2

L
where Red < 2000 ð10:19Þ

This relation was first demonstrated by Jean Poiseulle (1799–1869), who conducted meticulous tests

documenting the resistance of flow through capillary tubes.

The simplest type of laminar flow meter consists of two pressure taps separated by a length of

piping.1 However, because the Reynolds number must remain low, this restricts either the pipe

diameter or the flow rate to which Equation 10.19 applies for a given fluid. This limitation is

overcome in commercial units by using bundles of small-diameter tubes or passages placed in

parallel and called laminar flow elements (Figure 10.14). The strategy of a laminar flow element is to

divide the flow by passing it through the tube bundle so as to reduce the flow rate in each tube such

that Re < 2000. Pressure drop is measured between the entrance and the exit of the laminar flow

element, and a flow coefficient is used to account for inefficiency, such that

Q ¼ K1Dp ð10:20Þ
where coefficient K1 is the meter static sensitivity and is called its K-factor. Commercial units come

calibrated with K1 a constant over the useful meter range.

A laminar flow element has an upper limit on usable flow rate. Various meter sizes and designs

are available to accommodate user needs. Turndowns of up to 100:1 are available.

1 Alternately, if flow rate can be measured or is known, Equation 10.19 provides the basis for a capillary tube viscometer.

The method also achieves a linear resistance.
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Laminar flow elements offer some distinct advantages over other pressure differential meters.

These include (1) a high sensitivity even at low flow rates, (2) an ability to measure flow from either

meter direction, (3) a wide usable flow range, and (4) the ability to indicate an average flow rate in

pulsating flows. The instrument systematic uncertainty in flow rate determination is as low as 0.25%

(95%) of the flow rate. However, these meters are limited to clean fluids due to clogging potential.

All of the measured pressure drop remains a system pressure loss.

10.6 INSERTION VOLUME FLOW METERS

Dozens of volume flow meter types based on a number of different principles have been proposed,

developed, and sold commercially. A large group of meters is based on some phenomenon that

is actually sensitive to the average velocity across a control surface of known area, that is,

Q ¼ f U ;A
� � ¼ UA. Several of these designs are included in the discussion below. Another

common group, called positive displacement meters, actually measure parcels of a volume of

fluid per unit time, that is, Q ¼ f 8; tð Þ ¼ 8=t.

Electromagnetic Flow Meters

The operating principle of an electromagnetic flow meter (8) is based on the fundamental principle

that an electromotive force (emf) of electric potential,E, is induced in a conductor of length, L, which

moves with a velocity, U, through a magnetic field of magnetic flux, B. Simply, when an electrically

conductive liquid moves through a magnetic field, a voltage is induced in the liquid at a right angle to

the field. The voltage is detected by metal electrode sensors with the voltage magnitude and polarity

directly proportional to the volume flow rate and the flow direction, respectively. This physical

behavior was first recorded by Michael Faraday (1791–1867). In principle,

E ¼ U� B � L ð10:21Þ
where symbols in bold face are vector quantities.

A practical utilization of the principle is shown in Figure 10.15. From Equation 10.21 the

magnitude of E is affected by the average velocity, U , as

E ¼ UBL sina ¼ f U
� �

p1 p2

A

A

A A

paTpaT

egnalFegn

Flow

alF
Tube bundle

Tube bundle

Figure 10.14 Laminar flow element flow meter concept using pipe flanges for installation. For noncircular

tubes, Reynolds number is based on d ¼ 4rH.
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where a is the angle between the mean velocity vector and the magnetic flux vector, usually at

90 degrees. In general, electrodes are located either in or mounted on the pipe wall in a diametrical

plane that is normal to the known magnetic field. The electrodes are separated by a scalar length, L.

The average magnitude of the velocity, U , across the pipe is thus inferred through the measured emf.

The flow rate is found by

Q ¼ U
pd2

1

4
¼ E

BL

pd2
1

4
¼ K1E ð10:22Þ

The value of L is on the order of the pipe diameter, the exact value depending on the meter

construction and magnetic flux lines. The static sensitivity (or meter K-factor) K1 is found by

calibration and supplied by a manufacturer such that the relationship between the flow rate and the

measured potential is linear.

The electromagnetic flow meter comes commercially as a packaged flow device, which is

installed directly in-line and connected to an external electronic output unit. Special designs include

an independent flow sensor unit that can clamp over a nonmagnetic pipe, a design favored to monitor

blood flow rate through major arteries during surgery. The sensor is connected to a control unit by

wiring. External sensors are also available as an in-line union, which can measure flow rate in either

direction with instantaneous changes (Figure 10.16).

The electromagnetic flow meter has a very low pressure loss associated with its use due to its

open tube, no obstruction design, and is suitable for installations that can tolerate only a small

pressure drop. It can be used for either steady or unsteady flow measurements, providing either time-

averaged or instantaneous data in the latter. This absence of internal parts is very attractive for

metering corrosive and ‘‘dirty’’ fluids. The operating principle is independent of fluid density and

viscosity, responding only to average velocity, and there is no difficulty with measurements in either

Electromagnet

Electrodes

+

–

E

B2

L

B1

B

U

Modulated
power
supply

Figure 10.15 Electromagnetic principle as

applied to a working flow meter.
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laminar or turbulent flows, provided that the velocity profile is reasonably symmetrical. Uncertainty

down to 0.25% (95%) of the measured flow rate can be attained, although values from 1% to 5%

(95%) are more common for these meters in industrial settings. The fluid must be conductive, but the

minimum conductivity required depends on a particular meter’s design. Fluids with values as low as

0.1 microsieman (msieman)/cm have been metered. Adding salts to a fluid increases its conductivity.

Stray electronic noise is perhaps the most significant barrier in applying this type of meter.

Grounding close to the electrodes and increasing fluid conductivity reduce noise.

Vortex Shedding Meters

An oscillating street sign and the ‘‘singing’’ of power lines on a windy day are examples of the

effects induced by vortex shedding from bluff-shaped bodies, a natural phenomenon in which

alternating vortices are shed in the wake of the body. The vortices formed on opposite sides of the

body are carried downstream in the body’s wake, forming a ‘‘vortex street,’’ with each vortex having

an opposite sign of rotation. This behavior is seen in Figure 10.17, a photograph that captures the

vortex shedding downstream of a section of an aircraft wing. The aerodynamicist Theodore von

Karman (1881–1963) first deduced the existence of a vortex street, although Leonardo da Vinci

appears to have been the first to actually record the phenomenon (9).

A vortex flow meter operates on the principle that the frequency of vortex shedding depends on

the average velocity of the flow past the body and the body shape. The basic relationship between

shedding frequency, f, where f ½Hz� ¼ v=2p, and average velocity, U , for a given shape is given by

the Strouhal number,

St ¼ f d

U
ð10:23Þ

where d is a characteristic length for the body.

Figure 10.16 Example of an in-line

electromagnetic flow probe. The black

housing contains the electromagnet and

two electrodes. The connecting plug has

wires for power and electrode signals to/

from an external control box. (Courtesy

of Carolina Medical Electronics, East

Bend, NC.)
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A typical design is shown in Figure 10.18. The shedder spans the pipe, so its length l � d1, and

d=l � 0:3, so as to provide for strong, stable vortex strength. Although the Strouhal number is a

function of the Reynolds number, various geometrical shapes, known as shedders, can produce a

stable vortex flow that has a constant Strouhal number over a broad range of flow Reynolds numbers

(for Red > 104). The oscillation stability, quality, and strength of the shedding is improved over

common circular cylinders by using abrupt edges on the rear end of the shape and by providing a

slightly concave upstream body face that traps the stagnation streamline at a point. Examples are

given in Table 10.1.

For a fixed body and constant Strouhal number, the flow rate for a pipe of inside diameter

d1 is

Q ¼ UA ¼ c
pd2

1

4St
f d ¼ K1 f ð10:24Þ

where the constant c accounts for shedder blockage effects that tend to increase the average velocity

sensed. The value of K1, known as the K-factor, is the meter static sensitivity and remains

essentially constant for 104 < Red < 107. Shedding frequency can be measured in many ways. The

shedder strut can be instrumented to detect the force oscillation by using strut-mounted strain

gauges or capacitance sensor, for example, or a piezoelectric crystal wall sensor can be used to

detect the pressure oscillations in the flow.

Figure 10.17 Smoke lines in this photograph

reveal the vortex shedding behind a stream-

lined wing-shaped body in a moving flow.

(Photograph by R. Figliola.)

d1 d
wolFwolF

Force detection
transducer

Wake
sensor

Strut

Shedder

Top viewSide view

Shedder

Figure 10.18 Vortex

shedding flow meter.

Different shedder shapes

are available.
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The lower flow rate limit on vortex meters is at Reynolds numbers (Re based on d in Fig. 10.18)

near 10,000, below which the Strouhal number can vary nonlinearly with flow rate

and shedding becomes unstable. This can be a limitation in metering high-viscosity pipe flows

m > 20 centipoiseð Þ. The upper flow bound is limited either by the onset of cavitation in liquids or

by the onset of compressibility effects in gases at Mach numbers exceeding 0.2. Property variations

affect meter performance only indirectly. Density variations affect the strength of the shed vortex,

and this places a lower limit on fluid density, which is based on the sensitivity of the vortex-shedding

detection equipment. Viscosity affects the operating Reynolds number. Otherwise, within bounds,

the meter is insensitive to property variations.

The meter has no moving parts and relatively low pressure losses compared to obstruction

meters. A single meter can operate over a flow range of up to 20:1 above its minimum with a

linearity in K1 of 0.5%. Because d can be replaced by a constant times d1 in Equation 10.24, we see

that the strength of the shedding frequency sensed over the pipe area decreases as the pipe diameter

Table 10.1 Shedder Shape and Strouhal Number

Cross Section Strouhal Numbera

0.16

0.19

0.16

0.15

0.12

aFor Reynolds number Red � 104. Strouhal number St ¼ f d=U.
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cubed. This indicates that a meter’s accuracy drops off as pipe diameter increases, placing an upper

limit on the meter size.

Rotameters

The rotameter is a widely used insertion meter for volume flow rate indication. As depicted in

Figure 10.19, the meter consists of a float within a vertical tube, tapered to an increasing cross-

sectional area at its outlet. Flow entering through the bottom passes over the float, which is free to

move. The equilibrium height of the float indicates the flow rate.

The operating principle of a rotameter is based on the balance between the drag force, FD, and

the weight, W, and buoyancy forces, FB, acting on the float in the moving fluid. It is the drag force

that varies with the average velocity over the float.

The force balance in the vertical direction y yields

X
Fy ¼ 0 ¼ þFD �W þ FB

with FD ¼ 1
2
CD rU2Ax, W ¼ rbg8b; and FB ¼ rg8b. The average velocity sensed by the float

depends on its height in the tube and is given by

U ¼ U yð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ðrb � rÞg8b=CDrAx

p
ð10:25Þ

where

rb¼ density of float (body)

r¼ density of fluid

CD¼ drag coefficient of the float

Ax¼ tube cross-sectional area

U ¼ average velocity past the float

8b¼ volume of float (body)

Flow

Float
y

g

Flow

Ax(y)

FB

FD

W

Q

Figure 10.19 Concept of a rotameter.
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In operation, the float rises to an equilibrium position. The height of this position increases with

flow velocity and, hence, flow rate. This flow rate is found by

Q ¼ UAaðyÞ ¼ K1AaðyÞ ð10:26Þ
where Aa(y) is the annular area between the float and the tube, and K1 is a meter constant. Both the

average velocity and the annular area depend on the height of the float in the tube. So the float’s

vertical position is a direct measure of flow rate, which can be read from a graduated scale,

electronically sensed with an optical cell, or detected magnetically. Floats with sharp edges are less

sensitive to fluid viscosity changes with temperature. A typical meter turndown is 10:1 with an

instrument systematic uncertainty of �2% (95%) of flow rate.

Turbine Meters

Turbine meters make use of angular momentum principles to meter flow rate. In a typical design

(Fig. 10.20), a rotor is encased within a bored housing through which the fluid to be metered is

passed. Its housing contains flanges or threads for direct insertion into a pipeline. In principle, the

exchange of momentum within the flow turns the rotor at a rotational speed that is proportional to the

flow rate. Rotor rotation can be measured in a number of ways. For example, a reluctance pickup coil

can sense the passage of magnetic rotor blades, producing a pulse train signal at a frequency that is

directly related to rotational speed. This can be directly output as a TTL pulse train, or the frequency

can be converted to an analog voltage.

The rotor angular velocity, v, depends on the average flow velocity, U , and the fluid kinematic

viscosity, n, through the meter bore of diameter, d1. Dimensionless analysis of these parameters (10)

yields

Q ¼ K1v ð10:27Þ
where K1 is the meter’s K-factor but the relation is a function of Reynolds number. In practice, there

is a region in which the rotor angular velocity varies linearly with flow rate, and this region becomes

the meter operating range.

Signal

Pickup coil

Magnet

Retaining nut

SleeveRotor

Figure 10.20 Cutaway view of a turbine

flow meter. (Courtesy of Actaris Gas Division,

Owenton, KY.)
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Turbine meters offer a low-pressure drop and very good accuracy. A typical instrument’s

systematic uncertainty in flow rate is �0.25% (95%) with a turndown of 20:1. The measurements are

exceptionally repeatable making the meters good candidates for local flow rate standards. However,

their use must be restricted to clean fluids because of possible fouling of their rotating parts. The

turbine meter rotational speed is sensitive to temperature changes, which affect fluid viscosity and

density and therefore K1. Some compensation for viscosity variations can be made electronically

(11). The turbine meter is very susceptible to installation errors caused by pipe flow swirl (7), and a

careful selection of installation position must be made.

Transit Time and Doppler (Ultrasonic) Flow Meters

Ultrasonic meters use sound waves to determine flow rate. Transit time flowmeters use the travel time

of ultrasonic waves to estimate average flow velocity. Figure 10.21 shows a pair of transducers,

separated by some distance, fixed to the outside of a pipe wall. A reflector applied to the opposite

outside wall of the pipe increases the signal-to-noise ratio. Each transducer acts as a transmitter and a

receiver for ultrasonic waves. An ultrasonic wave emitted by one transducer passes through the fluid,

reflects off the pipe wall, and is received by the other transducer. The difference in transit time for a

wave to travel from transducer 1 to transducer 2 and from transducer 2 to transducer 1 is directly related

to the average velocity of flow in the pipe. For a fluid with speed of sound a, for flow with average

velocity U based on a flow rate Q, and for a beam oriented at angle u relative to the pipe flow axis,

t1 ¼ 2L

aþ U cos u
t2 ¼ 2L

a� U cos u

with L ¼ d1=sin u. When U 
 a;U ¼ ða2=4d1cot uÞ t2 � t1ð Þ. Or, eliminating a we obtain

U ¼ ðL=cos uÞ t2 � t1ð Þ=t2t1. The flow rate is

Q ¼ UA ¼ K1A t2 � t1ð Þ ð10:28Þ
where K1 is a constant called the meter K-factor. The method requires accurate measurements of t1
and t2.

Transit time meters are noninvasive and thus offer no pressure drop. Portable models are

strapped to the outside of the pipe, making them useful for field diagnostics. They can be set up to

measure time-dependent velocity, including flow direction with time. Instrument relative systematic

uncertainty ranges from �1% to 5% (95%) of the flow rate.

Doppler flowmeters use the Doppler effect to measure the average velocity of fluid particles

(contaminants, particulate, or small bubbles) suspended in the pipe flow. In one approach, a single

d1
LQ

θ

Reflector

2 recudsnarT1 recudsnarT

time 2time 1

Figure 10.21 Principle of a

transit time (ultrasonic)

flow meter.
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ultrasonic transducer is mounted to the outside of a pipe wall. A wave of frequency f on the order of

100 kHz to 1 MHz is emitted. The emitted wave is bounced back by particles suspended in the

moving fluid, and this scattered wave is detected by the transducer. The scattered waves travel at a

slightly different frequency, the difference being the Doppler frequency fD. The flow rate is

Q ¼ UA ¼ pd2
1af D

8f cos u
¼ K1 fD ð10:29Þ

These devices can measure time-dependent flow rates. Instrument systematic uncertainty is �2%

(95%) of the flow rate.

Positive Displacement Meters

Positive displacement meters contain mechanical elements that define a known volume filled with

the fluid being metered. The free-moving elements are displaced or rotated by the action of the

moving fluid. A geared counting mechanism counts the number of element displacements to provide

a direct reading of the volume of fluid passed through the meter, 8. This metering method is common

to water, gasoline, and natural gas meters.

To be used as volume flow rate meters, volume measurement can be used in conjunction with a

timer, so that

Q ¼ 8=t ð10:30Þ
These units serve applications needing ruggedness and accuracy in steady flow metering. Common

applications are metering related to domestic water and natural gas consumption.

Diaphragmmeters contain two opposing flexible bellows coupled by linkages to exhaust valves

that alternately displace a known volume of fluid through the meter. Through the coupled linkage,

the flow of fluid through one bellows drives the motion of the opposite bellows. Thus, as entering gas

causes one bellows to expand within its chamber sealed by a closed valve, the gas in the opposite

bellows exhausts through an open valve to allow its bellows to collapse; this alternating motion

cycles the gears of its counter register (output display). Such ‘‘dry gas’’ meters are common to

natural gas or propane lines for volume measurement. Thomas Glover invented the first diaphragm

meter in 1843, and modern meters retain the major elements of his design.

Wobble meters contain a disk that is seated in a chamber. The flow of liquid through the

chamber causes the disk to oscillate so that a known volume of fluid moves through the chamber

with each oscillation. The disk is connected to a counter that records each oscillation as volume is

displaced. Wobble meters are used for domestic water applications, where they must have an

uncertainty of no greater than 1% of actual delivery.

Frequently found on oil trucks and at the gasoline pump, rotating vane meters use rotating cups

or vanes that move about an annular opening, displacing a known volume with each rotation.

With any of these meters, uncertainty can be as low as 0.2% (95%) of actual delivery. Because

of the good accuracy of these meters, they are often used as local working standards to calibrate

other types of volume flow meters.

10.7 MASS FLOW METERS

There are many situations in which the mass flow rate is the quantity of interest. Mass flow rate

demands measuring the mass flux per unit volume, rU , to yield _m ¼ rUA.
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If the density of the metered fluid is known under the exact conditions of measurement, then

a direct estimate can be made based on volume flow rate measurements. But not all fluids have a

constant, known value of density (e.g., petroleum products, polymers, and cocoa butter), and many

processes are subject to significant changes in density. The direct measurement of mass flow rate is

desirable because it eliminates the uncertainties associated with estimating or measuring actual

density.

The difference between a meter that is sensitive to Q as opposed to _m is not trivial. Prior to the

1970s, reliable commercial mass flow meters with sufficient accuracy to circumvent volume flow

rate corrections were generally not available, even though the basic principles and implementation

schemes for such meters had been understood in theory for several decades. United States patents

dating back to the 1940s record schemes for using heat transfer, Coriolis forces, and momentum

methods to infer mass flow rate directly.

Thermal Flow Meter

The rate at which energy, _E, must be added to a flowing fluid to raise its temperature between two

control surfaces is directly related to the mass flow rate by

_E ¼ _mcpDT ð10:31Þ
where cp is the fluid specific heat. Methods to utilize this effect to directly measure mass flow rate

incorporate an in-line meter having some means to input energy to the fluid over the meter length.

The passing of a current through an immersed filament is a common method. Fluid temperatures are

measured at the upstream and downstream locations of the meter. This type of meter is quite easy to

use and appears to be reliable. It is widely used for gas flow applications. In fact, in the 1980s, the

technique was adapted for use in automobile fuel injection systems to provide an exact air–fuel

mixture to the engine cylinders despite short-term altitude, barometric, and seasonal environmental

temperature changes.

The operating principle of this meter assumes that cp is known and remains constant over the

length of the meter. For common gases, such as air, this assumption is quite good. Flow rate

turndown of up to 100:1 is possible with uncertainties of 0.5% (95%) of flow rate with very little

pressure drop. But the assumptions become restrictive for liquids and for gases for which cp may be a

strong function of temperature.

A second type of thermal mass flow meter is a velocity-sensing meter and thermal sensor

together in one direct insertion unit. The meter uses both hot-film anemometry methods to sense

fluid velocity through a conduit of known diameter and an adjacent resistance temperature detector

(RTD) sensor for temperature measurement. For sensor and fluid temperatures, Ts and Tf,

respectively, mass flow rate is inferred from the correlation

_E ¼ C þ B rU
� �1=n

h i
Ts � Tf

� � ð10:32Þ

where C, B, and n are constants that depend on fluid properties (12) and are determined through

calibration. In a scheme to reduce the fluid property sensitivity of the meter, the RTD may be used as

an adjacent resistor leg of the anemometer Wheatstone bridge circuit to provide a temperature-

compensated velocity output over a wide range of fluid temperatures with excellent repeatability

(0.25%). Gas velocities of up to 12,000 ft/min and flow rate turndown of 50:1 are possible with

uncertainties down to 2% of the flow rate and very little pressure drop.
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Coriolis Flow Meter

The term ‘‘Coriolis flow meter’’ refers to the family of insertion meters that meter mass flow rate by

inducing a Coriolis acceleration on the flowing fluid and measuring the resulting developed force

(13). The developed force is directly related to the mass flow rate independent of the fluid properties.

The Coriolis effect was proposed by Gaspard de Coriolis (1792–1843) following his studies of

accelerations in rotating systems. Coriolis meters pass a fluid through a rotating or vibrating pipe

system to develop the Coriolis force. A number of methods to utilize this effect have been proposed

since the first U.S. patent for a Coriolis effect meter was issued in 1947. This family of meters has

seen steady growth in market share since the mid-1980s.

In the most common scheme for commercially available units, the pipe flow is diverted from the

main pipe and divided between two bent, parallel, adjacent tubes of equal diameter, such as shown

for the device in Figure 10.22, a device developed in part by the first author of this text.2 The tubes

themselves are mechanically vibrated in a relative out-of-phase sinusoidal oscillation by an

electromagnetic driver. In general, a fluid particle passing through the meter tube, which is rotating

(due to the oscillating tube) relative to the fixed pipe, experiences an acceleration at any arbitrary

position S. The total acceleration at S, r€, is composed of several components (Fig. 10.23),

r€¼ R€o0 þ _v� r
S=O

0 þv�v� r
S=O

0 þ€r
S=O

0 þ 2v� _r
S=O

0 ð10:33Þ
where boldface refers to vector quantities and

R€ o0 ¼ translation acceleration of rotating origin O0 relative to fixed origin O

v�v� r
S=O

0 ¼ centripetal acceleration of S relative to O0

_v� r
S=O

0 ¼ tangential acceleration of S relative to O0

€r
S=O

0 ¼ translational acceleration of S relative to O0

2v� _r
S=O

0 ¼ Coriolis acceleration at S relative to O0

Figure 10.22 Cutaway view of a Coriolis

mass flow meter. (Courtesy of Actaris

Neptune Liquid Measurement Division,

Greenwood, SC.)

2 In its beta test, the unit shown in Figure 10.22 was first installed in a chocolate factory to meter the mass flow of cocoa

butter. It was next installed at a fiber factory to discern the trace presence of ink dye in the wastewater.
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with v the angular velocity of point S relative to O0. In these meters, the tubes are rotated but not

translated, so that the translational accelerations are zero. A fluid particle experiences forces due to

the remaining accelerations that cause equal and opposite reactions on the meter tube walls. The

Coriolis acceleration distinguishes itself by acting in a plane perpendicular to the tube axes and

develops a force gradient that creates a twisting motion or oscillating rotation about the tube plane.

The utilization of the Coriolis force depends on the shape of the meter. However, the basic

principle is illustrated in Figure 10.24. Rather than rotating the tubes a complete 360 degrees about

the pipe axis, the meter tubes are vibrated continuously at a drive frequency, v, with amplitude

displacement, z, about the pipe axis. This eliminates rotational seal problems. The driving frequency

is selected at the tube resonant frequency that places the driven tube into what is called a limit cycle,

a continuous, single-frequency oscillation. This configuration is essentially a self-sustaining tuning

fork because the meter naturally responds to any disturbance at this frequency with a minimum in

input energy. By driving the tube up and down, the mass flow causes the tube to wobble. The

magnitude of wobble is directly related to the mass flow rate.

X

z

x

R

S

y rs/o'

rs/o

O

O'

Y

Z
Figure 10.23 Fixed and rotating reference

frames.
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Figure 10.24 Concept of the operating

principle of a Coriolis mass flow meter.

Use the right hand rule to relate the

vectors of v, U, and dF.
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As a fluid particle of elemental mass, dm, flows through a section of the flow meter, it

experiences the Coriolis acceleration, 2v� _r
S=O

0 , and an inertial Coriolis force

dF ¼ 2v� _r
S=O

0
	 


dm ð10:34Þ

acting in the z direction. For the flow meter design of Figure 10.22 and as depicted in Figure 10.24,

as the particle travels along the meter the direction of the velocity vector changes. This results,

using the right-hand rule, in a change in direction of vector force, dF, between the left and right

sides. The resultant forces experienced by the tube are of equal magnitude but the opposite sign of

those experienced by the particle. Each tube segment senses a corresponding differential torque,

dT, a rotation about the y axis at a frequency vc,

dT ¼ x0 � dF ¼ x0 � 2v� _r
S=O

0
	 


dm ð10:35Þ

where x0 refers to the x distance between the elemental mass and the y axis, x0 ¼ x0_ex. The total

magnitude of torque experienced by each tube is found by integration along the total path length of

the tube, L,

T ¼
Z L

0

dT ð10:36Þ

A differential element of fluid has mass dm ¼ rA dl, for an elemental cross section of fluid A, of

differential length dl, and of density r. If this mass moves with an average velocity, U , then the

differential mass can be written as

dm ¼ rAdl ¼ _m dl=U
� � ð10:37Þ

The Coriolis cross-product can be expressed as

2v� _r
S=O

0 ¼ 2v� _r
S=O

0 sin u
	 


_
ez ¼ ð2 vcUsin uÞ _

ez ð10:38Þ

where u is the angle between the Coriolis rotation and the velocity vector. Then,

_m ¼ T

2
R L

0
rx0vc sin uð Þdl

_
ey ð10:39Þ

Since the velocity direction changes by 180 degrees, the Coriolis-developed torque acts in

opposite directions on each side of the tube.3 The meter tubes twist about the y axis of the tube (i.e.,

wobbles) at an angle d. For small angles of rotation the twist angle is related to torque by

d ¼ ksT ¼ constant � _m ð10:40Þ
where ks is related to the stiffness of the tube. The objective becomes to measure the twist angle,

which can be accomplished in many ways. For example, by driving the two meter tubes 180 degrees

out of phase, the relative phase at any time between the two tubes is directly related to the mass flow

rate. The exact relationship is linear over a wide flow range and determined by calibration with any

fluid (14).

3 We can envision a design in which the velocity does not reverse direction along the flow path but v does. In fact, after the

first publication of this footnote, one vendor adopted this approach in a commercial product.
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The tangential and centripetal accelerations remain of minor consequence due to the tube

stiffness in the directions in which they act. However, at high mass flow rates they can excite modes

of vibration in addition to the driving mode, v, and response mode, vc. In doing so, they affect the

meter linearity and zero error (drift), which affects mass flow uncertainty and meter turndown.

Essentially, the magnitude of these undesirable effects is inherent to the particular meter shape and is

controlled, if necessary, through tube-stiffening members.

Another interesting problem occurs mostly in meters of small tube diameter where the tube

mass may approach the mass of the fluid in the tube. At flow rates that correspond to flow transition

from a laminar to turbulent regime, the driving frequency can excite the flow instabilities

responsible for the flow transition. The fluid and tube can go out of phase, reducing the response

amplitude and its corresponding torque. This affects the meter’s calibration linearity, but a good

design can contain this effect to within 0.5% of the meter reading.

The meter principle is unaffected by changing fluid properties, but temperature changes affect

the overall meter stiffness, an effect that can be compensated for electronically. A very desirable

feature is an apparent insensitivity to installation position. Commercially available Coriolis flow

meters can measure flow rate with an instrument systematic uncertainty to 0.25% (95%) of mass

flow rate, but 0.10% is achievable. Turndown is about 20:1. The meter is also used as an effective

densitometer.

10.8 FLOW METER CALIBRATION AND STANDARDS

While a fundamental primary standard for flow rate does not exist per se, there are a number of

calibration test code procedures in place, and government and private bureaus that perform

calibrations. The general procedure for the calibration of in-line flow meters requires establishing

a steady flow in a calibration flow loop and then determining the volume or mass of flowing fluid

passing through the flow meter in an accurately determined time interval. Such flow loop calibration

systems are known as provers. Often calibration is by comparison to a meter of proven accuracy.

Several methods to establish the flow rate are discussed.

In liquids, variations of a ‘‘catch-and-weigh’’ technique are often employed in flow provers.

One variation of the technique consists of a calibration loop with a catch tank as depicted in

Figure 10.25. Tank A is a large tank from which fluid is pumped back to a constant head reservoir,

which supplies the loop with a steady flow. Tank B is the catch-and-weigh tank into which liquid can

be diverted for an accurately determined period of time. The liquid volume is measured, either

directly using a positive displacement meter, or indirectly through its weight, and the flow rate

deduced through time. The ability to determine the volume and the uncertainty in the initial and final

time of the event are fundamental limitations to the accuracy of this technique. Neglecting

installation effects, the ultimate limits of uncertainty (at 95%) in the flow rate of liquids are on

the order of 0.03%, a number based on umeter � 0:02%; u8 � 0:02%; and ut � 0:01%.

Flow meter calibration by determining the pipe velocity profile is particularly effective for

in situ calibration in both liquids and gases, provided that the gas velocity does not exceed about

70% of the sonic velocity. Velocity traverses at any cross-sectional location some 20 to 40 pipe

diameters downstream of any pipe fitting in a long section of straight pipe are preferred.

Comparison calibration against a local standard flow meter is another common means of

establishing the flow rate through a prover. Flow meters are installed in tandem with the standard and

directly calibrated against it. Turbine and vortex meters and Coriolis mass flow meters have

consistent, highly accurate calibration curves and are often used as local standards. Other provers
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use an accurate positive displacement meter to determine flow volume over time. Of course, these

standards must be periodically recalibrated. In the United States, the National Institute of Standards

and Technology (NIST) maintains flow meter calibration facilities for this purpose. However,

installation effects in the end-user facility are not accounted for in an NIST calibration. This last

point accounts for much of the uncertainty in a flow meter calibration and use. Lastly, a sonic nozzle

can also be used as a standard to establish the flow rate of a gas in a comparison calibration.

In any of these methods, the calibration uncertainty is limited by the standard used, installation

effects, end-use variations, and the inherent limitations of the flow meter calibrated.

10.9 ESTIMATING STANDARD FLOW RATE

When the range of pressures and temperatures for flow processes vary in use, the measured ‘‘actual’’

flow rates can be adjusted to a standard temperature and pressure for comparison. This adjusted flow

rate is called the standard flow rate. Standard flow rates are often reported in units such as standard

cubic meters per minute (SCMM) or standard cubic feet per minute (SCFM). They are found by

converting from the actual conditions at the measurement point, with the actual flow rate noted with

corresponding units, such as ACMM or ACFM, in which A stand for ‘‘actual.’’ The mass flow rate

remains the same regardless of conditions, so using subscript s for the standard conditions and a for

the actual measured conditions, we have _ms ¼ _ma, so that

Qs ¼ Qa

ra
rs

ð10:41Þ

For example, the actual flow rates of common gases are ‘‘standardized’’ to 760 mm Hg absolute

and 20�C. Assuming ideal gas behavior, r ¼ p=RT , the standard flow rate is found from Equation

10.41 as

Qs ¼ Qa

Ts

Ta

pa
ps

¼ Qa

293

273 þ Ta

� �
760 þ pa

760

� �
ð10:42Þ
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Figure 10.25 Flow diagram of a flow meter prover for liquids.
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10.10 SUMMARY

Flow quantification has been an important engineering task for well over two millennia. This chapter

presents methods to determine the volume rate of flow and the mass rate of flow. The engineering

decision involving the selection of a particular meter depends on a number of constraining factors. In

general, flow rate can be determined to within about 0.25% of actual flow rate with the best of

present technology but practical values for industrial installations are more nearly 3–6% for

obstruction meters and 1–3% for insertion meters. However, new methods may push these lower

limits even further, provided that calibration standards can be developed to document method

uncertainties and the effects of installation.
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NOMENCLATURE

cp, cv specific heats (l2/t2-�)
d diameter (l )

d0 flow meter throat or minimum

diameter (l )

d1 pipe diameter (l )

d2 vena contracta diameter (see

Fig. 10.3) (l )

f cyclical frequency (v/2p) (t�1)

g gravitational acceleration constant

(lt�2)

hL1�2
energy head loss between points 1 and

2 (l )

k ratio of specific heats, cp/cv
C discharge coefficient

CD drag coefficient

E velocity of approach factor; voltage

Gr Grashof number

H manometer deflection (l )

K0 flow coefficient (¼ CE)

K1 flow meter constant; K-factor; static

sensitivity

L length (l )

Q volume flow rate (l3t�1)

R gas constant

Red1
Reynolds number (based on d1)

_m mass flow rate (mt�1)

p pressure (ml�1t�2)

p1�p2, Dp pressure differential (ml�1t�2)

Dploss permanent pressure loss (ml�1t�2)

r radial coordinate (l )

r1 pipe radius (l )

rH hydraulic radius (l )

A area (l2)

A0 area based on d0 (l2)

A1 area based on pipe diameter d1 (l2)

A2 vena contracta area (l2)

B magnetic field flux vector

S specific gravity

T temperature (�); torque (ml2t�2)

U velocity (lt�1)

8 volume (l3)

Y expansion factor

b diameter ratio

r density (ml�3)

d twist angle

v frequency (t�1); angular velocity (t�1)

m absolute viscosity (ml�1t�1)

v kinematic viscosity (=m/r) (l2t�1)

PROBLEMS

10.1 Determine the average mass flow rate of 5�C air at 1 bar abs through a 5-cm-i.d. pipe whose velocity

profile is found to be symmetric and described by U rð Þ ¼ 25 1 � r=r1ð Þ2
h i

cm/s

10.2 A 10-cm-i.d. pipe of flowing 10�C air is traversed along three radial lines with measurements taken

at five equidistant stations along each radial. Determine the average pipe flow rate.

Radial U(r) (cm/s)

Location r (cm) Line 1 Line 2 Line 3

1 1.0 25.31 24.75 25.10

2 3.0 22.48 22.20 22.68

3 5.0 21.66 21.53 21.79

4 7.0 15.24 13.20 14.28

5 9.0 5.12 6.72 5.35
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10.3 What is the best estimate of the pipe flow rate for Problem 10.2, accounting for spatial variation and

if the systematic standard uncertainty of the instrument is 1% of the reading?

10.4 A manometer is used in a 5.1-cm water line to measure the pressure drop across a flow meter.

Mercury is used as the manometric fluid ðS ¼ 13:57Þ. If the manometer deflection is 10.16 cm Hg,

determine the pressure drop in N/m2.

10.5 A capacitance pressure transducer is used to measure the pressure differential across an orifice meter

located in a 25.4-cm pipe. For air flowing at 32�C, if the pressure differential is 69 kPa, find the

pressure head in cm H2O.

10.6 Estimate the expansion factor in measuring the flow of O2 at 16�C through a 100-mm-i.d. pipe using

a square-edged orifice plate. The upstream pressure is 6.9 bar and the downstream pressure is 5.24

bar. The orifice diameter is 50 mm. RO2
¼ 260 J=kg-K.

10.7 The Reynolds number of a fluid flowing through a 5-cm-diameter, square-edged orifice plate meter

within a 15-cm pipe is 250,000. Find the discharge coefficient for flange taps.

10.8 At what flow rate of 20�C water through a 10-cm-i.d. pipe would the discharge coefficient of a

square-edged orifice plate ðb ¼ 0:4Þ become essentially independent of the Reynolds number?

10.9 Water (25�C) flows through a square-edged orifice plate ðb ¼ 0:5Þ housed within a 12-cm-i.d. pipe

at 50 L/s. Estimate the power required to overcome the orifice plate’s permanent pressure loss.

Assume flange taps.

10.10 Determine the flow rate of 38�C air through a 6-cm pipe if an ASME flow nozzle with a 3-cm throat

and throat taps are used, the pressure drop measured is 75 cm H2O, and the upstream pressure is

94.4 kPa abs.

10.11 A square-edged orifice ðb ¼ 0:5Þ is used to meter N2 at 520�R through a 4-in. pipe. If the upstream

pressure is 20 psia and the downstream pressure is 15 psia, determine the flow rate through the pipe.

Flange taps are used. RN2
¼ 55:13 ft-lb/lbm-�R.

10.12 Size a suitable orifice plate to meter the steady flow of water at 20�C flowing through a 38-cm pipe if

the nominal flow rate expected is 200 kg/s and the pressure drop must not exceed 15 cm Hg.

10.13 A cast venturi meter is to be used to meter the flow of 15�C water through a 10-cm pipe. For a

maximum differential pressure of 76 cm H2O and a nominal 0.5-m3/min flow rate, select a suitable

throat size.

10.14 For 120 ft3/m of 60�F water flowing through a 6-in. pipe, size a suitable orifice, venturi, and nozzle

flow meter if the maximum pressure drop cannot exceed 20 in. Hg. Estimate the permanent losses

associated with each meter. Compare the annual operating cost associated with each if the power

cost is $0.10/kW-h, a 60% efficient pump motor is used, and the meter is operated 6000 hr/year.

10.15 Estimate the flow rate of water through a 15-cm-i.d. pipe that contains an ASME long radius nozzle

ðb ¼ 0:6Þ if the pressure drop across the nozzle is 25.4 cm Hg. Water temperature is 27�C.

10.16 Locate a suitable position for a 10-cm square-edged orifice along a 2-m straight run of 20-cm i.d.

pipe if the orifice must be situated downstream but in-plane of a 90-degree elbow using ASME

codes.

10.17 An orifice ðb ¼ 0:4Þ is used as a sonic nozzle to meter a 40�C air flow in a 5-cm pipe. If upstream

pressure is 695 mm Hg abs and downstream pressure is 330 mm Hg abs, estimate the mass flow rate

through the meter. R ¼ 287 N-m/kg-K, k ¼ 1:4.

10.18 Compute the flow rate of 20�C air through a 0.5-m square-edged orifice plate that is situated in a

1.0-m-i.d. pipe. The pressure drop across the plate is 90 mm H2O, and upstream pressure is 2 atm.
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10.19 An ASME long radius nozzle ðb ¼ 0:5Þ is to be used to meter the flow of 20�C water through a

8-cm-i.d. pipe. If flow rates range from 0.6 to 1.6 L/s, select the range required of a single pressure

transducer if that transducer is used to measure pressure drop over the flow rate range. If the

transducer to be used has a typical error of 0.25% of full scale, estimate the uncertainty in flow rate at

the design stage.

10.20 A square-edged orifice plate is selected to meter the flow of water through a 2.3-in.-i.d. pipe

over the range of 10 to 50 gal/min at 60�F. It is desired to operate the orifice in the range where

C is independent of the Reynolds number for all flow rates. A pressure transducer having

accuracy to within 0.5% of reading is to be used. Select a suitable orifice plate and estimate

the design-stage uncertainty in the measured flow rate at 10, 25, and 50 gal/min. Assume

flange pressure taps and reasonable values for the systematic uncertainty on pertinent

parameters.

10.21 Estimate the error contribution to the uncertainty in flow rate due to the effect of the relative

humidity of air on air density. Consider the case of using an orifice plate to meter air flow if the

relative humidity of the 70�F air can vary from 10% to 80% but a density equivalent to 45% relative

humidity is used in the computations.

10.22 For Problem 10.21, suppose the air flow rate is 17 m3/hr at 20�C through a 6-cm-i.d. pipe, a square-

edged orifice ðb ¼ 0:4Þ is used with flange taps, and the pressure drop can be measured to within

0.5% of reading for all pressures above 5 cm H2O using a manometer. If basic dimensions are

maintained to within 0.1 mm, estimate a design-stage uncertainty in the flow rate. Use p1 ¼ 96:5 kPa

abs, R ¼ 287 N-m/kg-K.

10.23 An application uses water flowing at up to 0.2 m3/min of 20�C through a 10-cm-diameter pipe. The

engineer wants to select from a set of orifice plates using flange taps to measure and monitor the

flow. It is desired that the meter develop a nominal 250 mm Hg pressure head. Specify an appropriate

size (do) for the orifice meter. SHg ¼ 13:6.

10.24 A sonic nozzle can be used to regulate air flow by intentionally designing it to choke the flow at the

throat. Consider the case where we use an ASME long radius nozzle to regulate air at 70�F (20oC) to

45 ft3/min (1.27 m3/s). Determine the downstream pressure required to choke the nozzle if air

is supplied at 14.1 psia (97.2 kPa abs). Select a suitable nozzle throat diameter. k ¼ 1:4, R ¼ 53:3
(ft-lb)/(lbm-�R) ¼ 287 N-m/kg-K.

10.25 Select an appropriate range for a differential pressure transducer to be used with an ASME long

radius nozzle with b ¼ 0:5. This system is to be used to measure the flow of 20�C water through a

20-cm diameter pipe. The operating flow rate expected is between 5000 cm3/s and 50,000 cm3/s.

Estimate the permanent pressure loss associated with this nozzle. As an optional assignment, go

to a vendor catalog or Web site and select an appropriate pressure transducer from its listings that has

a 0- to 5-V DC output.

10.26 From a vendor catalog or online site, select a differential pressure transducer to measure between

203 Pa and 20,100 Pa across an obstruction meter. The transducer must be compatible with water.

The output signal is to be measured using a data-acquisition system with 0 to 5 V, 12-bit analog-to-

digital converter. Estimate the percent relative quantization error at the low and high flow rates.

Based on your selection, do you recommend any signal conditioning?

10.27 A vortex flow meter uses a shedder having a Strouhal number of 0.20. Estimate the mean duct

velocity if the shedding frequency indicated is 77 Hz and the shedder characteristic length is

1.27 cm.
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10.28 A thermal mass flow meter is used to meter 30�C air flow through a 2-cm-i.d. pipe. If 25 W of power

are required to maintain a 1�C temperature rise across the meter, estimate the mass flow rate through

the meter. Clearly state any assumptions. cp ¼ 1:006 kJ/kg-K.

10.29 Research available thermal mass flow meters. Discuss the assumptions necessary for their use.

Describe situations where they would be appropriate and not appropriate.

10.30 When used with air (or any perfect gas), a sonic nozzle can be used to regulate volume flow rate.

However, uncertainty arises due to variations in density brought on by local atmospheric pressure

and temperature changes. For a range of 101:3 
 7 kPa abs and 10� 
 5�C, estimate the error in

regulating a 1.4-m3/min flow rate at critical pressure ratio due to these variations alone.

10.31 Estimate an uncertainty in the determined flow rate in Example 10.5, assuming that dimensions are

known to within 0.025 mm, the systematic uncertainty in pressure is 0.25 cm H2O, and the pressure

drop shows a standard deviation of 0.5 cm H2O in 31 readings. Upstream pressure is constant. State

your reasonable assumptions.

10.32 A thermal mass flow meter is used to meter air in a 1-cm-i.d. tube. The meter adds 10 W of energy to

the air passing through the meter, from which the meter senses a 3�C temperature gain. What is the

mass flow rate? cp ¼ 1:006 kJ/kg-K.

10.33 A vortex meter is to use a shedder having a profile of a forward facing equilateral triangle

(Table 10.1) with a characteristic length of 10 mm. Estimate the shedding frequency developed for

20�C air at 30 m/s in a 10-cm-i.d. pipe. Estimate the meter constant and measured flow rate.

10.34 The flow of air is measured to be 30 m3/min at 50 mm Hg and 15�C. What is the flow rate in SCMM?

10.35 A 6 in. � 4 in. i.d. cast venturi is used to measure the flow rate of water. Estimate the flow rate and its

uncertainty at 95%. The following values are known from a large sample:

x Value b�x s�x

C 0.984 0.00375 0

do 3.995 in. 0.0005 0

d1 6.011 in. 0.001 0

r 62.369 lbm/ft3 0.002 0.002

H 100 in H2O @ 68�F 0.15 0.4

10.36 A 60-mm-i.d. pipe will be used to transport alcohol r ¼ 790 kg/m3; m ¼ 1:2 � 10�3 N-s/m2
� �

from

storage to its point of use in a manufacturing process. A flow nozzle with flange taps is selected to

meter the flow. If a pressure drop of 4kPa is desired at 0.003 m3/s, specify the nozzle diameter, do.
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Chapter 11

Strain Measurement

11.1 INTRODUCTION

The design of load-carrying components for machines and structures requires information con-

cerning the distribution of forces within the particular component. Proper design of devices such as

shafts, pressure vessels, and support structures must consider load-carrying capacity and allowable

deflections. Mechanics of materials provides a basis for predicting these essential characteristics of a

mechanical design, and provides the fundamental understanding of the behavior of load-carrying

parts. However, theoretical analysis is often not sufficient, and experimental measurements are

required to achieve a final design.

Engineering designs are based on a safe level of stress within a material. In an object that is

subject to loads, forces within the object act to balance the external loads.

As a simple example, consider a slender rod that is placed in uniaxial tension, as shown in

Figure 11.1. If the rod is sectioned at B–B, a force within the material at B–B is necessary to

maintain static equilibrium for the sectioned rod. Such a force within the rod, acting per unit area, is

called stress. Design criteria are based on stress levels within a part. In most cases stress cannot be

measured directly. But the length of the rod in Figure 11.1 changes when the load is applied, and

such changes in length or shape of a material can be measured. This chapter discusses the

measurement of physical displacements in engineering components. The stress is calculated

from these measured deflections.

Upon completion of this chapter, the reader will be able to

� define strain and delineate the difficulty in measuring stress,

� state the physical principles underlying mechanical strain gauges,

� analyze strain gauge bridge circuits, and

� describe methods for optical strain measurement.

11.2 STRESS AND STRAIN

Before we proceed to develop techniques for strain measurements, we briefly review the relationship

between deflections and stress. The experimental analysis of stress is accomplished by measuring

the deformation of a part under load, and inferring the existing state of stress from the measured

deflections. Again, consider the rod in Figure 11.1. If the rod has a cross-sectional area of Ac, and the
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load is applied only along the axis of the rod, the normal stress is defined as

sa ¼ FN=Ac ð11:1Þ
where Ac is the cross-sectional area and FN is the tension force applied to the rod normal to the area

Ac. The ratio of the change in length of the rod (which results from applying the load) to the original

length is the axial strain, defined as

ea ¼ dL=L ð11:2Þ
where ea is the average strain over the lengthL,dL is the change in length, andL is the original unloaded

length. For most engineering materials, strain is a small quantity; strain is usually reported in units of

10�6 in./in. or 10�6 m/m. These units are equivalent to a dimensionless unit called a microstrain (me).

Stress–strain diagrams are very important in understanding the behavior of a material under load.

Figure 11.2 is such a diagram for mild steel (a ductile material). For loads less than that required to

permanently deform the material, most engineering materials display a linear relationship between

stress and strain. The range of stress over which this linear relationship holds is called the elastic

region. The relationship between uniaxial stress and strain for this elastic behavior is expressed as

sa ¼ Emea ð11:3Þ
where Em is the modulus of elasticity, or Young’s modulus, and the relationship is called Hooke’s law.

Hooke’s law applies only over the range of applied stress where the relationship between stress and

strain is linear. Different materials respond in a variety of ways to loads beyond the linear range, largely

depending on whether the material is ductile or brittle. For almost all engineering components, stress

levels are designed to remain well below the elastic limit of the material; thus, a direct linear

relationship may be established between stress and strain. Under this assumption, Hooke’s law forms

the basis for experimental stress analysis through the measurement of strain.

Lateral Strains

Consider the elongation of the rod shown in Figure 11.1 that occurs as a result of the load FN. As the

rod is stretched in the axial direction, the cross-sectional area must decrease since the total mass (or

FN

FN

FN

B

B

B

B

FN

Ac
σa =

Cross-sectional
area Ac

Figure 11.1 Free-body diagram

illustrating internal forces for a rod in

uniaxial tension.
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volume for constant density) must be conserved. Similarly, if the rod were compressed in the axial

direction, the cross-sectional area would increase. This change in cross-sectional area is most

conveniently expressed in terms of a lateral (transverse) strain. For a circular rod, the lateral strain is

defined as the change in the diameter divided by the original diameter. In the elastic range, there is a

constant rate of change in the lateral strain as the axial strain increases. In the same sense that the

modulus of elasticity is a property of a given material, the ratio of lateral strain to axial strain is also a

material property. This property is called Poisson’s ratio, defined as

yP ¼ jLateral strainj
jAxial strainj ¼ eL

ea
ð11:4Þ

Engineering components are seldom subject to one-dimensional axial loading. The relationship

between stress and strain must be generalized to a multidimensional case. Consider a two-dimensional

geometry, as shown in Figure 11.3, subject to tensile loads in both the x and y directions, resulting in

normal stresses sx and sy. In this case, for a biaxial state of stress, the stresses and strains are

ey ¼ sy

Em

� yp
sx

Em

ex ¼ sx

Em

� yp
sy

Em

sx ¼ Em ex þ ypey
� �
1 � y2

p

sy ¼
Em ey þ ypex

� �
1 � y2

p

txy ¼ Ggxy

ð11:5Þ

In this case, all of the stress and strain components lie in the same plane. The state of stress in the

elastic condition for a material is similarly related to the strains in a complete three-dimensional

situation (1, 2). Since stress and strain are related, it is possible to determine stress from measured

strains under appropriate conditions. However, strain measurements are made at the surface of an

engineering component. The measurement yields information about the state of stress on the surface
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Figure 11.2 A typical stress–

strain curve for mild steel.
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of the part. The analysis of measured strains requires application of the relationship between stress

and strain at a surface. Such analysis of strain data is described elsewhere (3), and an example

provided in this chapter.

11.3 RESISTANCE STRAIN GAUGES

The measurement of the small displacements that occur in a material or object under mechanical

load can be accomplished by methods as simple as observing the change in the distance between two

scribe marks on the surface of a load-carrying member, or as advanced as optical holography. In any

case, the ideal sensor for the measurement of strain would (1) have good spatial resolution, implying

that the sensor would measure strain at a point; (2) be unaffected by changes in ambient conditions;

and (3) have a high-frequency response for dynamic (time-resolved) strain measurements. A sensor

that closely meets these characteristics is the bonded resistance strain gauge.

In practical application, the bonded resistance strain gauge is secured to the surface of the test

object by an adhesive so that it deforms as the test object deforms. The resistance of a strain gauge

changes when it is deformed, and this is easily related to the local strain. Both metallic and

semiconductor materials experience a change in electrical resistance when they are subjected to a

strain. The amount that the resistance changes depends on how the gauge is deformed, the material

from which it is made, and the design of the gauge. Gauges can be made quite small for good

resolution and with a low mass to provide a high-frequency response. With some ingenuity, ambient

effects can be minimized or eliminated.

In an 1856 publication in the Philosophical Transactions of the Royal Society in England, Lord

Kelvin (William Thomson) (4) laid the foundations for understanding the changes in electrical

resistance that metals undergo when subjected to loads, which eventually led to the strain gauge

concept. Two individuals began the modern development of strain measurement in the late 1930s—

Edward Simmons at the California Institute of Technology and Arthur Ruge at the Massachusetts

Institute of Technology. Their development of the bonded metallic wire strain gauge led to

commercially available strain gauges. The resistance strain gauge also forms the basis for a variety

of other transducers, such as load cells, pressure transducers, and torque meters.

σx σx

σy

σy Figure 11.3 Biaxial state of stress.
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Metallic Gauges

To understand how metallic strain gauges work, consider a conductor having a uniform cross-

sectional area Ac and length L made of a material having an electrical resistivity, re. For this

electrical conductor, the resistance, R, is given by

R ¼ reL=Ac ð11:6Þ

If the conductor is subjected to a normal stress along the axis of the wire, the cross-sectional

area and the length change resulting in a change in the total electrical resistance, R. The total change

in R is due to several effects, as illustrated in the total differential:

dR ¼ Ac redLþ Ldreð Þ � reLdAc

A2
c

ð11:7Þ

which may be expressed in terms of Poisson’s ratio as

dR

R
¼ dL

L
1 þ 2yp
� �þ dre

re
ð11:8Þ

Hence, the changes in resistance are caused by two basic effects: the change in geometry as the

length and cross-sectional area change, and the change in the value of the resistivity, re. The

dependence of resistivity on mechanical strain is called piezoresistance, and may be expressed in

terms of a piezoresistance coefficient, p1 defined by

p1 ¼ 1

Em

dre=re
dL=L

ð11:9Þ

With this definition, the change in resistance may be expressed

dR=R ¼ dL=L 1 þ 2yp þ p1Em

� � ð11:10Þ

Example 11.1

Determine the total resistance of a copper wire having a diameter of 1 mm and a length of 5 cm. The

resistivity of copper is 1:7 � 10�8 V m.

KNOWN D ¼ 1 mm

L ¼ 5 cm

re ¼ 1:7 � 10�8 V m

FIND The total electrical resistance

SOLUTION The resistance may be calculated from Equation 11.6 as

R ¼ reL=Ac
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where

Ac ¼ p

4
D2 ¼ p

4
1 � 10�3
� �2 ¼ 7:85 � 10�7 m2

The resistance is then

R ¼ 1:7 � 10�8 V m
� �

5 � 10�2 m
� �

7:85 � 10�7 m2
¼ 1:08 � 10�3 V

COMMENT If the material were nickel (re ¼ 7:8 � 10�8 V m) instead of copper, the resist-

ance would be 5 � 10�3 V for the same diameter and length of wire.

Example 11.2

A very common material for the construction of strain gauges is the alloy constantan (55% copper

with 45% nickel), having a resistivity of 49 � 10�8 V m. A typical strain gauge might have a

resistance of 120 V. What length of constantan wire of diameter 0.025 mm would yield a resistance

of 120 V?

KNOWN The resistivity of constantan is 49 � 10�8 V m.

FIND The length of constantan wire needed to produce a total resistance of 120 V

SOLUTION From Equation 11.6, we may solve for the length, which yields in this case

L ¼ RAc

re
¼ 120 Vð Þ 4:91 � 10�10 m2

� �
49 � 10�8 V m

¼ 0:12 m

The wire would then be 12 cm in length to achieve a resistance of 120 V.

COMMENT As shown by this example, a single straight conductor is normally not practical for

a local strain measurement with meaningful resolution. Instead, a simple solution is to bend the wire

conductor so that several lengths of wire are oriented along the axis of the strain gauge, as shown in

Figure 11.4.

Lead wires

Bottom layer
(backing) Top layer

(encapsulating layer)

Grid

Solder connections

Figure 11.4 Detail of a basic strain gauge

construction. (Courtesy of Micro-Measurements

Division, Measurements Group, Inc., Raleigh,

NC.)
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Strain Gauge Construction and Bonding

Figure 11.5 illustrates the construction of a typical metallic-foil bonded strain gauge. Such a strain

gauge consists of a metallic foil pattern that is formed in a manner similar to the process used to

produce printed circuits. This photoetched metal foil pattern is mounted on a plastic backing

material. The gauge length, as illustrated in Figure 11.5, is an important specification for a

particular application. Since strain is usually measured at the location on a component where the

stress is a maximum and the stress gradients are high, the strain gauge averages the measured

strain over the gauge length. Because the maximum strain is the quantity of interest and the

gauge length is the resolution, errors due to averaging can result from improper choice of a gauge

length (5).

The variety of conditions encountered in particular applications require special construction

and mounting techniques, including design variations in the backing material, the grid con-

figuration, bonding techniques, and total gauge electrical resistance. Figure 11.6 shows a

variety of strain gauge configurations. The adhesives used in the bonding process and the

mounting techniques for a particular gauge and manufacturer vary according to the specific

application. However, there are some fundamental aspects that are common to all bonded

resistance gauges.

The strain gauge backing serves several important functions. It electrically isolates the

metallic gauge from the test specimen, and transmits the applied strain to the sensor. A bonded

resistance strain gauge must be appropriately mounted to the specimen for which the strain is to

be measured. The backing provides the surface used for bonding with an appropriate adhesive.

Backing materials are available that are useful over temperatures that range from �270� to

290�C.

The adhesive bond serves as a mechanical and thermal coupling between the metallic gauge and

the test specimen. As such, the strength of the adhesive should be sufficient to accurately transmit

the strain experienced by the test specimen, and should have thermal conduction and expansion

Solder
tabs

End loop

Overall
pattern width

Matrix
length

Overall
pattern
length

Gauge
length

Matrix width

Gauge
width

Figure 11.5 Construction of a typical metallic foil

strain gauge. (Courtesy of Micro-Measurements

Division, Measurements Group, Inc., Raleigh,

NC.)
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characteristics suitable for the application. If the adhesive shrinks or expands during the curing

process, apparent strain can be created in the gauge. A wide array of adhesives are available for

bonding strain gauges to a test specimen. Among these are epoxies, cellulose nitrate cement, and

ceramic-based cements.

Gauge Factor

The change in resistance of a strain gauge is normally expressed in terms of an empirically

determined parameter called the gauge factor (GF). For a particular strain gauge, the gauge factor is

supplied by the manufacturer. The gauge factor is defined as

GF � dR=R

dL=L
¼ dR=R

ea
ð11:11Þ

Relating this definition to Equation 11.10, we see that the gauge factor is dependent on the

Poisson ratio for the gauge material and its piezoresistivity. For metallic strain gauges, the Poisson

ratio is approximately 0.3 and the resulting gauge factor is � 2.

The gauge factor represents the total change in resistance for a strain gauge, under a

calibration loading condition. The calibration loading condition generally creates a biaxial strain

field, and the lateral sensitivity of the gauge influences the measured result. Strictly speaking

then, the sensitivity to normal strain of the material used in the gauge and the gauge factor are not

the same. Generally gauge factors are measured in a biaxial strain field that results from the

deflection of a beam having a value of Poisson’s ratio of 0.285. Thus, for any other strain field

there is an error in strain indication due to the transverse sensitivity of the strain gauge. The

Figure 11.6 Strain gauge configurations. (a) Torque Rosette; (b) Linear Pattern; (c) Delta Rosette; (d) Residual

Stress Pattern; (e) Diaphragm Pattern; (f) Tee Pattern; (g) Rectangular Rosette; (h) Stacked Rosette. (Courtesy

of Micro-Measurements Division, Measurements Group, Inc., Raleigh, NC.)
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percentage error due to transverse sensitivity for a strain gauge mounted on any material at any

orientation in the strain field is

eL ¼
Kt eL=ea þ yp0

� �
1 � yp0Kt

� 100 ð11:12Þ

where

ea; eL ¼ axial and lateral strains, respectively (with respect the axis of the gauge)

yp0 ¼ Poisson’s ratio of the material on which the manufacturer measured GF

(usually 0.285 for steel)

eL ¼ error as a percentage of axial strain (with respect to the axis of the gauge)

Kt ¼ lateral (transverse) sensitivity of the strain gauge

The uncorrected estimate can be used as the uncertainty.

Typical values of the transverse sensitivity for commercial strain gauges range from �0.19 to

0.05. Figure 11.7 shows a plot of the percentage error for a strain gauge as a function of the ratio of

lateral loading to axial loading and the lateral sensitivity. It is possible to correct for the lateral

sensitivity effects (6).
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(Courtesy of Measurements

Group, Inc., Raleigh, NC.)
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Semiconductor Strain Gauges

When subjected to a load, a semiconductor material exhibits a change in resistance, and therefore

can be used for the measurement of strain. Silicon crystals are the basic material for semiconductor

strain gauges; the crystals are sliced into very thin sections to form strain gauges. Mounting such

gauges in a transducer, such as a pressure transducer, or on a test specimen requires backing and

adhesive techniques similar to those used for metallic gauges. Because of the large piezoresistance

coefficient, the semiconductor gauge exhibits a very large gauge factor, as large as 200 for some

gauges. These gauges also exhibit higher resistance, longer fatigue life, and lower hysteresis under

some conditions than metallic gauges. However, the output of the semiconductor strain gauge is

nonlinear with strain, and the strain sensitivity or gauge factor may be markedly dependent on

temperature.

Semiconductor materials for strain gauge applications have resistivities ranging from 10�6 to

10�2 V-m. Semiconductor strain gauges may have a relatively high or low density of charge carriers

(3, 7). Semiconductor strain gauges made of materials having a relatively high density of charge

carriers (�1020 carriers/cm3) exhibit little variation of their gauge factor with strain or temperature.

On the other hand, for the case where the crystal contains a low number of charge carriers (<1017

carriers/cm3), the gauge factor may be approximated as

GF ¼ T0

T
GF0 þ C1

T0

T

� �2

e ð11:13Þ

where GF0 is the gauge factor at the reference temperature T0, under conditions of zero strain (8),

and C1 is a constant for a particular gauge. The behavior with temperature of a high-resistivity P-

type semiconductor is shown in Figure 11.8.

Semiconductor strain gauges find their primary application in the construction of transducers,

such as load cells and pressure transducers. Because of the capability for producing small gauge
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lengths, silicon semiconductor strain gauge technology provides for the construction of very small

transducers. For example, flush-mount pressure transducers having diameters of less than 8 mm

provide pressure measurements up to 15,000 psi, with excellent frequency response characteristics.

However, silicone diaphragm pressure transducers require special procedures for measuring in

liquid environments such as deposition of a thin film of next material over the silicone diaphragm.

Semiconductor strain gauges are somewhat limited in the maximum strain that they can measure,

approximately 5000 me for tension, but larger in compression. Because of the possibility of an

inherent sensitivity to temperature, careful consideration must be given to each application to

provide appropriate temperature compensation or correction. Temperature effects can result, for a

particular measurement, in zero drift for the duration of a measurement.

11.4 STRAIN GAUGE ELECTRICAL CIRCUITS

A Wheatstone bridge is generally used to detect the small changes in resistance that are the output

of a strain gauge measurement circuit. A typical strain gauge measuring installation on a steel

specimen has a sensitivity of 10�6 V/(kN m2). As such, a high-sensitivity device such as a

Wheatstone bridge is desirable for measuring resistance changes for strain gauges. The fundamental

relationships for the analysis of such bridge circuits are discussed in Chapter 6. Equipment is

commercially available that can measure changes in gauge resistance of less than 0.0005 V
(0.000001 me).

A simple strain gauge Wheatstone bridge circuit is shown in Figure 11.9. The bridge output

under these conditions is given by Equation 6.15:

E0 þ dE0 ¼ Ei

R1 þ dRð ÞR4 � R3R2

R1 þ dRþ R2ð Þ R3 þ R4ð Þ ð6:15Þ

where E0 is the bridge output at initial conditions, dE0 is the bridge deflection associated with the

change in the strain gauge resistance dR. Consider the case where all the fixed resistors and the strain

gauge resistance are initially equal, and the bridge is balanced such that E0 ¼ 0. If the strain gauge is

then subjected to a state of strain, the change in the output voltage, dE0, from Equation 6.15

Ei

R3 R4

R2Gau
ge

Eo

R1

Figure 11.9 Basic strain gauge Wheatstone bridge

circuit.
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reduces to

dEo

Ei

¼ dR=R

4 þ 2 dR=Rð Þ �
dR=R

4
ð11:14Þ

under the assumption that dR=R 	 1. This simplified form of Equation 6.15 is suitable for all but

those measurements that demand the highest accuracy, and is valid for values of dR=R 	 1. Using

the relationship from Equation 11.11 that dR=R ¼ GFe,

dEo

Ei

¼ GFe
4 þ 2GFe

� GFe
4

ð11:15Þ

Equations 11.14 and 11.15 yield two practical equations for strain gauge measurements using a

single gauge in a Wheatstone bridge.

The Wheatstone bridge has several distinct advantages for use with electrical resistance strain

gauges. The bridge may be balanced by changing the resistance of one arm of the bridge. Therefore,

once the gauge is mounted in place on the test specimen under a condition of zero loading, the output

from the bridge may be zeroed. Two schemes for circuits to accomplish this balancing are shown in

Figure 11.10. Shunt balancing provides the best arrangement for strain gauge applications, since the

changes in resistance for a strain gauge are small. Also, the strategic placement of multiple gauges in

a Wheatstone bridge can both increase the bridge output and cancel out certain ambient effects and

unwanted components of strain as discussed in the next two sections.

Example 11.3

A strain gauge, having a gauge factor of 2, is mounted on a rectangular steel bar (Em ¼
200 � 106 kN=m2), as shown in Figure 11.11. The bar is 3 cm wide and 1 cm high, and is subjected

Circuit arrangement for shunt balance Differential shunt balance arrangement

Ei

R3 R4

R2R1

Ei

R3 R4

R2R1

Figure 11.10 Balancing schemes for bridge circuits.
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to a tensile force of 30 kN. Determine the resistance change of the strain gauge if the resistance of the

gauge was 120V in the absence of the axial load.

KNOWN GF ¼ 2 Em ¼ 200 � 106 kN/m2 FN ¼ 30 kN

R ¼ 120 V Ac ¼ 0:03 m � 0:01 m

FIND The resistance change of the strain gauge for a tensile force of 30 kN

SOLUTION The stress in the bar under this loading condition is

sa ¼ FN

Ac

¼ 30 kN

0:03 mð Þ 0:01 mð Þ ¼ 1 � 105 kN/m2

and the resulting strain is

ea ¼ sa

Em

¼ 1 � 105 kN/m2

200 � 106 kN/m2
¼ 5 � 10�4 m/m ð11:16Þ

For strain along the axis of the strain gauge, the change in resistance from Equation 11.11 is

dR=R ¼ eGF
or

dR ¼ ReGF ¼ 120Vð Þ 5 � 10�4
� �

2ð Þ ¼ 0:12 V

Example 11.4

Suppose the strain gauge described in Example 11.3 is to be connected to a measurement device

capable of determining a change in resistance with a stated uncertainty of 
0.005 V (95%). This

stated uncertainty includes a resolution of 0.001 V. What uncertainty in stress would result when

using this resistance measurement device?

KNOWN A stress is to be inferred from a strain measurement using a strain gauge having a

gauge factor of 2 and a zero load resistance of 120 V. The measurement of resistance has a stated

uncertainty of 
0.005 V (95%).

Ei

Eo

Tensile
loading

Gauge
axis

Figure 11.11 Strain gauge circuit subject to

uniaxial tension.
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FIND The design-stage uncertainty in stress

SOLUTION The design-stage uncertainty in stress, udð Þs, is given by

udð Þs ¼ qs
q dRð Þ udð ÞdR

with

s ¼ eEm ¼ dR=R

GF
Em

Then with udð ÞdR ¼ 0:005 V and

qs
q dRð Þ ¼

Em

R GFð Þ
we can express the uncertainty as

udð Þs ¼ Em

R GFð Þ udð ÞdR ¼ 200 � 106 kN/m2

120 V 2ð Þ 0:005 Vð Þ

This results in a design-stage uncertainty in stress of udð Þs ¼ 
4:17 � 103 kN/m2 (95%) or

�2.4% of the expected stress.

11.5 PRACTICAL CONSIDERATIONS FOR STRAIN MEASUREMENT

This section describes some characteristics of strain gauge applications that allow practical

implementation of strain measurement.

The Multiple Gauge Bridge

The output from a bridge circuit can be increased by the appropriate use of more than one strain

gauge. This increase can be quantified by employing a bridge constant as illustrated in the

following discussion. In addition, multiple gauges can be used to compensate for unwanted

effects, such as temperature or specific strain components. Consider the case when all four

resistances in the bridge circuit of Figure 11.9 represent strain gauges. In general, the bridge

output is given by

E0 ¼ Ei

R1

R1 þ R2

� R3

R3 þ R4

� �
ð11:17Þ

The strain gauges R1, R2, R3, and R4 are assumed initially to be in a state of zero strain. If these

gauges are now subjected to strains such that the resistances change by dRi, where i = 1, 2, 3, and 4,

then the change in the bridge output voltage can be expressed as

dE0 ¼
X4

i¼1

qE0

qRi

dRi ð11:18Þ
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Evaluating the appropriate partial derivatives from Equation 11.17 yields

dE0 ¼ Ei

R2dR1 � R1dR2

R1 þ R2ð Þ2
þ R3dR4 � R4dR3

R3 þ R4ð Þ2

" #
ð11:19Þ

Then from Equations 11.2 and 11.11, dRi ¼ RieiGFi, and the value of dE0 can be determined.

Assuming that dRi 	 Ri, the resulting change in the output voltage, dE0, may now be expressed as

dE0 ¼ Ei

R1R2

R1 þ R2ð Þ2
e1GF1 � e2GF2ð Þ þ R3R4

R3 þ R4ð Þ2
e4GF4 � e3GF3ð Þ

" #
ð11:20Þ

If R1 ¼ R2 ¼ R3 ¼ R4, then

dE0

Ei

¼ 1

4
e1GF1 � e2GF2 þ e4GF4 � e3GF3ð Þ ð11:21Þ

It is possible and desirable to purchase matched sets of strain gauges for a particular application, so

that GF1 ¼ GF2 ¼ GF3 ¼ GF4, and

dE0

Ei

¼ GF

4
e1 � e2 þ e4 � e3ð Þ ð11:22Þ

Equation 11.22 is important and forms the basic working equation for a strain gauge bridge circuit

using multiple gauges (compare this equation with Eq. 11.15).

Equation 11.22 shows that for a bridge containing one or more strain gauges, equal strains on

opposite bridge arms sum, whereas equal strains on adjacent arms of the bridge cancel. These char-

acteristics can be used to increase the output of the bridge, to provide temperature compensation, or to

cancel unwanted components of strain. Practical means of achieving these desirable characteristics

will be explored further, after the concept of the bridge constant is developed.

Bridge Constant

Commonly used strain gauge bridge arrangements may be characterized by a bridge constant, k,

defined as the ratio of the actual bridge output to the output that would result from a single gauge

sensing the maximum strain, emax. The output for a single gauge experiencing the maximum strain

may be expressed as

dR

R
¼ emaxGF ð11:23Þ

So that, again for a single gauge,

dE0

Ei

ffi emaxGF

4
ð11:24Þ

The bridge constant, k, is found from the ratio of the actual bridge output given by Equation

11.22 to the output for a single gauge given by Equation 11.24. When more than one gauge is used in

the bridge circuit, Equation 11.15 becomes

dE0

Ei

¼ kdR=R

4 þ 2dR=R
¼ kGFe

4 þ 2GFe
� kGFe

4
ð11:25Þ
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The simplified form of Equation 11.25 is suitable for all but those measurements demanding the

greatest accuracy possible, and remains valid for values of dR=R 	 1. The bridge constant concept

is illustrated in Example 11.5.

Example 11.5

Determine the bridge constant for two strain gauges mounted on a structural member, as shown in

Figure 11.12. The member is subject to uniaxial tension, which produces an axial strain ea and a

lateral strain eL ¼ �ypea. Assume that all the resistances in Figure 11.12 are initially equal, so that

the bridge is initially balanced. Let (GF)1 ¼ (GF)2.

KNOWN Strain gauge installation shown in Figure 11.12

FIND The bridge constant for this installation

ASSUMPTION The change in the strain gauge resistances are small compared to the initial

resistance (see explanation as follows).

SOLUTION The gauges are mounted so that gauge 1 is aligned with the axial tension and gauge 2

is mounted transversely on the member. The changes in resistance for the gauges may be expressed

dR1

R1

¼ ea GFð Þ1 ð11:26Þ
and

dR2

R2

¼ �ypea GFð Þ2 ¼ �yp
dR1

R1

ð11:27Þ

With only one gauge active, Equation 11.14 would be applicable, and yields

dE0

Ei

¼ dR1=R1

4 þ 2 dR1=R1ð Þ �
dR1=R1

4
ð11:14Þ

But with both gauges installed and active, as shown in Figure 11.12, the output of the bridge is

determined from an analysis of the bridge response, which results in

dE0

Ei

¼ dR1=R1ð Þ 1 þ yp
� �

4 þ 2 dR1=R1ð Þ 1 þ yp
� �

2 1

R4R3

1 2

Ei

Eo

Figure 11.12 Bridge circuit with two arms active; strain gauge installation for increased sensitivity.
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In practical applications, it is most often the case that changes in resistance are small in

comparison to the resistance values, that is, dR=R 	 1; thus

dE0

Ei

¼ dR1=R1ð Þ 1 þ yp
� �

4
ð11:28Þ

Therefore the bridge constant is the ratio of Equation 11.28 to Equation 11.14:

dR1=R1ð Þ 1 þ yp
� �

=4

dR1=R1ð Þ=4
ð11:29Þ

And the bridge constant is

k ¼ 1 þ yp

Comparing Equation 11.28 to Equation 11.14 shows that the use of two gauges oriented as

described has increased the output of the bridge by a factor of 1 þ yp over that of using a single

gauge.

11.6 APPARENT STRAIN AND TEMPERATURE COMPENSATION

Apparent strain is manifested as any change in gauge resistance that is not due to the component of

strain being measured. Techniques for accomplishing temperature compensation, eliminating

certain components of strain, and increasing the value of the bridge constant can be devised by

examining more closely Equation 11.22. The bridge constant is influenced by (1) the location of

strain gauges on the test specimen and (2) the gauge connection positions in the bridge circuit. The

combined effect of these two factors is determined by examining the existing strain field and using

Equation 11.22 to determine the resulting bridge output.

Let us examine how a component of strain can be removed (compensation) from the measured

signal. Consider a beam having a rectangular cross section and subject to the loading condition

shown in Figure 11.13, where the beam is subject to an axial load FN and a bending moment M. The

stress distribution in this cross section is given by

sx ¼ �12My

bh3
þ FN

bh
ð11:30Þ

1

4

FN FN h

y

MM b

Figure 11.13 Strain gauge installation for bending compensation.
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To remove the effects of bending strain, identical strain gauges are mounted to the top and

bottom of the beam as shown in Figure 11.13, and they are connected to bridge locations 1 and 4

(opposite bridge arms). The gauges experience equal but opposite bending strains (Eq. 11.30), and

both strain gauges are subject to the same axial strain caused by FN. The bridge output under these

conditions is

dE0

Ei

¼ GF

4
e1 þ e4ð Þ ð11:31Þ

where e1 ¼ ea1 þ eb1 and e4 ¼ ea4 � eb4, with subscripts a and b referring to axial and bending

strain, respectively. Hence, because ea1j ¼ ea4j and eb1j ¼ eb4jjjjj , the bending strains cancel but the

axial strains sum, giving

dE0

Ei

¼ GF

2
ea ð11:32Þ

For a single gauge experiencing the maximum strain,

dE0

Ei

¼ GF

4
ea ð11:33Þ

The ratio of the output represented in Equation 11.32 to that represented in Equation 11.33 has a

value of 2. This is the bridge constant (k ¼ 2) for the strain gauge arrangement in Figure 11.12. The

bending strain cancels from Equation 11.32 indicating that this arrangement compensates for the

bending strain.

A guide for some practical bridge-gauge configurations is provided in Table 11.1.

Temperature Compensation

Differential thermal expansion between the gauge and the specimen on which it is mounted creates

an apparent strain in the strain gauge. So, temperature sensitivity of strain gauges is caused by

temperature changes in the gauge itself and the strain experienced by the gauge as a result of

differential thermal expansion between the gauge and the material on which it is mounted. Using

gauges of identical alloy composition as the specimen minimizes this latter effect. However, even

keeping the specimen at a constant temperature may not be enough to eliminate the effect of gauge

thermal expansion. Heating of the strain gauge as a result of current flow from the measuring device

may be a source of significant error since the gauge is also a temperature-sensitive element. The

temperature sensitivity of a strain gauge is an obstacle to accurate mechanical strain measurement

that must be considered. Fortunately, there are effective ways to deal with it.

Figure 11.14 shows two circuit arrangements that provide temperature compensation for a

strain measurement. The strain gauge mounted on the test specimen experiences changes in

resistance caused by temperature changes and by applied strain, whereas the compensating gauge

experiences resistance changes caused only by temperature changes. As long as the compensating

gauge, as shown in Figure 11.14, experiences an identical thermal environment as the measuring

gauge, temperature effects will be eliminated from the circuit. To show this, consider the case when

all the bridge resistances are initially equal and the bridge is therefore balanced. If the temperature of

the strain gauges now changes, their resistance changes as a result of thermal expansion, creating an

apparent thermal strain. Under an applied axial load, the output of the bridge is derived from
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Equation 11.22,

dE0 ¼ Ei

GF e1 � e2ð Þ
4

¼ Ei

GFea
4

ð11:34Þ

where e1 ¼ ea þ eT and e2 ¼ eT (eT refers to the temperature-induced apparent strain). Under this

condition, the output value is not affected by changes in temperature. The result is the same if the

compensating gauge is mounted in arm 3 instead, as shown in Figure 11.14b. Furthermore, any two

active gauges mounted on adjacent bridge arms compensate for temperature changes.

Since this relationship holds in general, we can state that as long as two gauges, which are

mounted to a specimen or to similar specimens, remain at the same temperature and are connected

Table 11.1 Common Gauge Mountings

δEoEi

1 2

3 4

Arrangement

Compensation

Provided

Bridge

Constant k

1

1

2

1

4

1

4

2

3

1 2

1

Shaft LC

LC

3

4 2

Single gauge in uniaxial stress None k = 1

Two gauges sensing equal and opposite

strain—typical bending arrangement

Temperature k = 2

Two gauges in uniaxial stress Bending only k = 2

Four gauges with pairs sensing equal and

opposite strains

Temperature

and bending

k=4

One axial gauge and one Poisson gauge k= 1 +n

Four gauges with pairs sensing equal and

opposite strains—sensitive to torsion only;

typical shaft arrangement.

Temperature

and axial

k = 4
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to adjacent arms of a Wheatstone bridge, they will provide temperature compensation for each

other.

Looking back, the arrangement in Figure 11.13 does not provide temperature compensation, as

gauges 1 and 4 are on opposite bridge arms. However, temperature compensation could be provided

for that installation by having two additional strain gauges that are at the same temperature as gauges

1 and 4 and occupy arms 2 and 3 of the bridge.

Bridge Static Sensitivity

The static sensitivity of the bridge arrangement in Figure 11.14a (method 1) is

KB ¼ E0

e
¼ Ei

R1R2

R1 þ R2ð Þ2
GF ð11:35Þ

and with Ei ¼ 2Rg

� �
Ig and Rg ¼ R1 ¼ R2, the static sensitivity may be expressed in the terms of the

current flowing through the gauge, Ig
� �

, as

KB ¼ 1

2
GF

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I2
gR1

	 

R1

r
ð11:36Þ

Note that I2
gRg is the power dissipated in the strain gauge as a result of the bridge current.

Excessive power dissipation in the gauge would cause temperature changes and introduce

uncertainty into a strain measurement. These effects can be minimized by good thermal coupling

Ei

FN FN

R3 R4

R2

(a) (b)1 dohteM Method 2

Ac
tiv

e

Compensating

Eo

R1

Ei

Active gauge

Test specimenCompensating
gauge

Same
material

and
temperature

R3 R4

R2Ac
tiv

e

Compensating

Eo

R1

Figure 11.14 Bridge arrangements for temperature compensation.
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between the strain gauge and the object to which it is bonded to allow effective dissipation of

thermal energy.

Consider the static sensitivity of the bridge arrangement in Figure 11.14b. With identical gauges

at positions R1 and R3 and equal resistance changes for the two gauges, no change in bridge output

would occur. However, the static sensitivity for this arrangement is not the same as for method 1, but

is given by

KB ¼ R1=R2

1 þ R1=R2

GF

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I2
gR1

	 

R1

r
ð11:37Þ

Here the sensitivity is the same as for a bridge having a single active gauge and without temperature

compensation. However, the sensitivity depends on the choice of the fixed resistor R2. If R1 ¼ R2,

the resulting sensitivity is the same as for method 1. However, resistor R2 can be chosen to provide

the desired static sensitivity for the circuit, within the limitations of measurement capability and

allowable bridge current.

Practical Considerations

An assumption in the definition of the gauge factor is that the change in resistance of the gauge is

linear with applied strain for a particular gauge. However, a strain gauge can exhibit some

nonlinearity. Also, in cycling between a loaded and unloaded condition, there is some degree of

hysteresis and a shift in the resistance for a state of zero strain. A typical cycle of loading and

unloading is shown in Figure 11.15. The strain gauge typically indicates lower values of strain

during unloading than are measured as the load is increased. The extent of these behaviors is

determined not only by the strain gauge characteristics but also by the characteristics of the adhesive

and by the previous strains that the gauge has experienced. For properly installed gauges, the

deviation from linearity should be on the order of 0.1% (3). On the other hand, first-cycle hysteresis

and zero shift are difficult to predict. The effects of first-cycle hysteresis and zero shift can be

minimized by cycling the strain gauge between zero strain and a value of strain above the maximum

value to be measured prior to taking measurements.

In dynamic measurements of strain, the dynamic response of the strain gauge itself is generally

not the limiting factor for such dynamic measurements. The rise time (90%) of a bonded resistance

strain gauge may be approximated as (9)

t90 � 0:8 L=að Þ þ 0:5ms ð11:38Þ

where L is the gauge length and a is the speed of sound in the material on which the gauge is

mounted. Typical response times for gauges mounted on steel specimens are on the order of 1 ms.

Analysis of Strain Gauge Data

Strain gauges mounted on the surface of a test specimen respond only to the strains that occur at the

surface of the test specimen. As such, the results from strain gauge measurements must be analyzed

to determine the state of stress occurring at the strain gauge locations. The complete determination

of the stress at a point on the surface of a particular test specimen generally requires the

measurement of three strains at the point under consideration. The result of these measurements

yields the principal strains and allows determination of the maximum stress (3).
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The multiple-element strain gauges used to measure more than one strain at a point are called

strain gauge rosettes. An example of a two-element rosette is shown in Figure 11.16. For general

measurements of strain and stress, commercially available strain rosettes can be chosen that have a

pattern of multiple-direction gauges that is compatible with the specific nature of the particular
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Figure 11.15 Hysteresis in initial loading cycles for two strain gauge materials. (Courtesy of

Micro-Measurements Division, Measurements Group, Inc., Raleigh, NC.)
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application (5). In practice, the applicability of the single-axis strain gauge is extremely limited, and

improper use can result in large errors in the measured stress.

Strain gauge rosettes are commercially available in a variety of configurations, including gauges

placed at angles of 0, 45, 90 degrees and 60, 60, 60 degrees. Consider the rectangular rosettes with

angles of 0, 45, 90 degrees as shown in Figure 11.17. As we have emphasized, measuring surface

strain allows calculation of the principal stresses. Assume that the measured strains from the stacked

gauge in Figure 11.17b are e1 (from the 0-degree gauge, oriented with the x-axis) e2 (from the

45-degree gauge), and e3 (from the 90-degree gauge, oriented with the y-axis). From these mea-

sured strains, the principal stresses, smax and smin, and the maximum shear stress, tmax, may be

calculated as

smax ¼ Em

2

e1 þ e3

1 � yp
þ 1

1 þ yp

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e1 � e3ð Þ2 þ 2e2 � e1 þ e3ð Þ½ �2

q� �

smin ¼ Em

2

e1 þ e3

1 � yp
� 1

1 þ yp

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e1 � e3ð Þ2 þ 2e2 � e1 þ e3ð Þ½ �2

q� �

tmax ¼ Em

2 1 þ yp
� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

e1 � e3ð Þ2 þ 2e2 � e1 þ e3ð Þ½ �2
q

ð11:39Þ

The angle between the x-axis and the maximum principal stress is given by

f ¼ 1

2
tan�1 2e2 � e1 þ e3ð Þ

e1 � e3

ð11:40Þ

Figure 11.16 Biaxial strain gauge rosettes. (a) Single-plane

type. (b) Stacked type. (Courtesy of Micro-Measurements

Division, Measurements Group, Inc., Raleigh, NC.)
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Example 11.6

A rectangular strain gauge rosette is composed of strain gauges oriented at relative angles

of 0, 45, and 90 degrees, as shown in Figure 11.17b. The rosette is used to measure

strain on an aluminum structural member (Em = 69 MPa, yp ¼ 0:334). The measured values

of strain are

e1 ¼ 20; 000 me
e2 ¼ 5; 000 me
e3 ¼ 10; 000 me

Determine the principal stresses and the angle of the maximum principle stress relative to the

x-axis.

KNOWN e1 ¼ 20; 000 me
e2 ¼ 5; 000 me
e3 ¼ 10; 000 me

ASSUMPTIONS Strain gauge 1 is oriented along the x-axis. The material behaves in a

homogeneous, isotropic manner and the loads are below the elastic limit.

FIND The values and direction of the principal stresses

SOLUTION Equation 11.39 can be applied directly to compute the stresses. For the maximum

principal stress,

smax ¼ Em

2

e1 þ e3

1 � yp
þ 1

1 þ yp

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e1 � e3ð Þ2 þ 2e2 � e1 þ e3ð Þ½ �2

q� �

smax ¼ 69 MPa

2

0:02 þ 0:01ð Þ
1 � 0:334

þ 1

1 þ 0:334

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:02 � 0:01ð Þ2 þ 2 � 0:005 � 0:02 þ 0:01ð Þ½ �2

q� �

¼ 2:13 MPa

y

1 2 3

x

Figure 11.17 Rectangular (0, 45, 90 degree) strain gauge rosettes; (a) planar configuration, (b) stacked

configuration.
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Equation 11.39 and Equation 11.40 yield the remaining values

smin ¼ �0:976 MPa

tmax ¼ 0:578 MPa

f ¼ �63:4�

COMMENT Other orientations of strain gauge rosettes result in different equations relating

stress and measured strain.

Signal Conditioning

The most common form of signal conditioning in strain gauge bridge circuits is amplifying the

signal using a low noise amplifier. For an amplifier of gain GA, Equation 11.25 becomes

dE0

Ei

¼ GAk dR=Rð Þ
4 þ 2 dR=Rð Þ ¼

GAkGFe
4 þ 2 dR=Rð Þ �

GAkGFe
4

ð11:41Þ

The simplified form of Equation 11.41 is suitable for all but those measurements that demand

the highest accuracy, and remains valid when dR=R 	 1. A common means of recording strain

gauge bridge circuit signals is the automated data acquisition system. A schematic diagram of such a

setup is shown in Figure 11.18.

Strain
gauge
bridge

Data-acquisition
system

Multiplexer

Amplifier

j = 1

j = 1

j = M

2

j = M

Excitation
voltage

A/D Control Output

Figure 11.18 Data acquisition and reduction system for Example 11.7.
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Uncertainties in Multichannel Measurements

Uncertainties caused by an automated multichannel strain measurement system can be estimated in

a system calibration. Example 11.7 describes an initial test of such a system, often called a

shakedown test, and discusses the information that results from this test.

Example 11.7

The strain developed at M different locations about a large test specimen is to be measured at each

location using a setup similar to that shown in Figure 11.18. At each location similar strain gauges

are appropriately mounted and connected to a Wheatstone bridge that is powered by an external

supply. The bridge deflection voltage is to be amplified and measured. A similar setup is used at all

M locations. The output from each amplifier is input through an M-channel multiplexer to an

automated data acquisition system. If N (say 30) readings for each of the M setups are taken while

the test specimen is maintained in a condition of uniform zero strain, what information is obtained?

KNOWN Strain setup of Figure 11.18

M ( j = 1, 2, . . . , M) setups

N (i = 1, 2, . . . , N) readings per setup

ASSUMPTIONS All setups are to be operated in a similar manner. Gauges are operated in their

linear regimes.

SOLUTION Consider the data that will become available. First, each setup is exposed to a

similar strain. Hence, each setup should indicate the same strain. We can calculate the pooled mean

value of the M � N readings to obtain

h�ei ¼ 1

MN

XM
j¼1

XN
i¼1

eij ¼ 1

M

XM
j¼1

�ej

The difference between the pooled mean strain and the applied strain (zero here) is an estimate

of the systematic uncertainty that can be expected from any channel during data acquisition.

Random errors manifest themselves through scatter in the data set. The pooled standard

deviation of the means

hsei ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPM
j¼1

PN
i¼1

eij � �ej
� �2

M N � 1ð Þ

vuuut � ffiffiffiffiffiffiffiffi
MN

p

provides a representative estimate of the uncertainty due to random error to be expected in any

channel that is due to the data acquisition and reduction instrumentation.

COMMENT This test yields an estimate of the uncertainties in systematic and random error

due to propagation of the elemental errors amid M setups due to

� excitation voltage errors (differences in settings, variations),

� amplifier error (differences in gain, noise),

� analog-to-digital (A/D) converter, multiplexer, and conversion errors,

� computer errors (noise and roundoff),
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� bridge null errors,

� apparent strain error during the test, and

� variations in gauge factors and gauge heating.

The test data do not include uncertainties resulting from temporal variation of the measurands

or procedural variations under loading, instrument calibration errors, temperature variation effects,

and electrical noise induced by operation of the loading test of the specimen, dynamic effects on the

gauges, including differences in creep and fatigue, or reduction curve fit errors.

11.7 OPTICAL STRAIN MEASURING TECHNIQUES

Optical methods for experimental stress analysis can provide fundamental information concern-

ing directions and magnitudes of the stresses in parts under design loading conditions. Optical

techniques have been developed for the measurement of stress and strain fields, either in models

made of materials having appropriate optical properties, or through coating techniques for

existing specimens. Photoelasticity takes advantage of the changes in optical properties of certain

materials that occur when these materials are strained. For example, some plastics display a

change in optical properties when strained that causes an incident beam of polarized light to be

split into two polarized beams that travel with different speeds and that vibrate along the principal

axes of stress. Since the two light beams are out of phase, they can be made to interfere;

measuring the resulting light intensity yields information concerning applied stress. To imple-

ment this method, a model is constructed of an appropriate material, or a coating is applied to an

existing part.

A second optical method of stress analysis is based on the development of a moir�e pattern,

which is an optical effect resulting from the transmission or reflection of light from two overlaid grid

patterns. The fringes that result from relative displacement of the two grid patterns can be used to

measure strain; each fringe corresponds to the locus of points of equal displacement.

Recent developments in strain measurement include the use of lasers and holography to very

accurately determine whole field displacements for complex geometries.

Basic Characteristics of Light

To utilize optical strain measurement techniques, we must first examine some basic characteristics

of light. Electromagnetic radiation, such as light, may be thought of as a transverse wave with

sinusoidally oscillating electric and magnetic field vectors that are at right angles to the direction of

propagation. In general, a light source emits a series of waves containing vibrations in all

perpendicular planes, as illustrated in Figure 11.19. A light wave is said to be plane-polarized

if the transverse oscillations of the electric field are parallel to each other at all points along the

direction of propagation of the wave.

Figure 11.19 illustrates the effect of a polarizing filter on an incident light wave;

the transmitted light is plane polarized, with a known direction of polarization. Complete

extinction of the light beam could be achieved by introduction of a second polarizing filter,

with the axis of polarization at 90 degrees to the first filter (labeled an Analyzer in Fig. 11.19).

These behaviors of light are employed to measure direction and magnitude of strain in

photoelastic materials.
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Photoelastic Measurement

Photoelastic methods of stress analysis take advantage of the anisotropic optical characteristics of

some materials, notably plastics, when subject to an applied load to determine the strain field. Stress

analysis may be accomplished either by constructing a model of the part to be analyzed from a material

selected for its optical properties, or by coating the actual part or prototype with a photoelastic coating.

If a model is constructed from a suitable plastic, the required loads for the model are significantly less

than the service loads of the actual part, which reduces effort and expense in testing.

The changes in optical properties, known as artificial birefringence, which occur in certain

materials subject to a load or loads was first observed by Sir David Brewster (10) in 1815. He observed

that when light passes through glass that is subject to uniaxial tension, such that the stress is

perpendicular to the direction of propagation of the light, the glass becomes doubly refracting, with the

axes of polarization in the glass aligned with and perpendicular to the stress. Maxwell (11) and

Neumann (12) first put forward the mathematical observation that the relationship between artificial

birefringence and applied stress or strain is linear. These relations are known as the stress–optic law.

The anisotropy that occurs in photoelastic materials results in two refracted beams of light and

one reflected beam, produced for a single incident beam of appropriately polarized light. The two

refracted beams propagate at different velocities through the material because of an anisotropy in the

index of refraction. In an appropriately designed photoelastic (two-dimensional) model, these two

refracted components of the incident light travel in the same direction and can be examined in a

polariscope. The degree to which the two light waves are out of phase is related to the stress by the

Random emissions
waves and vibrations

contained in various
planes

Wave transmitted
by the polarizer

Wave incident
on the polarizer

P
Polarizer

Light
source

Wave not
transmitted

Transmitted wave vibration
in the plane of P

Vibration transmitted
by the analyzer

Extinction

Analyzer
A

Amplitude

Wave length

Figure 11.19 Polarization of light. (Courtesy of Measurements Group, Inc., Raleigh, NC.)
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stress–optic law:

d / nx � ny ð11:42Þ
where

d¼ relative retardation between the two light beams

nx; ny ¼ indices of refraction in the directions of the principal strains

The index of refraction changes in direct proportion to the amount the material is strained,

such that

nx � ny ¼ K ex � ey
� � ð11:43Þ

The strain optical coefficient, K, is generally assumed to be a material property that is

independent of the wavelength of the incident light. However, if the photoelastic material is

strained beyond the elastic limit, this constant may become wavelength dependent, a phenomenon

known as photoelastic dispersion.

Figure 11.20 shows the use of a plane polariscope to examine the strain in a photoelastic model.

Plane polarized light enters the specimen and emerges with two planes of polarization along the

principal strain axes. This light beam is then passed through a polarizing filter, called the analyzer,

which transmits only the component of each of the light waves that is parallel to the plane of

polarization. The transmitted waves interfere, since they are out of phase, and the resulting light

intensity is a function of the angle between the analyzer and the principal strain direction and the

Polarizer
P

Ref

b

x
y

x

Ref

Retardation

a

Light
source

Interfering
components

Analyzer
A

Phase
shift

y

a

Figure 11.20 Construction of a plane polariscope. (Courtesy of Measurements Group, Inc., Raleigh, NC.)
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phase shift between the beams. The variations in strain in the specimen produce a pattern of fringes,

which can be related to the strain field through the strain optic relation.

When a photoelastic model is observed in a plane polariscope, a series of fringes is observed.

The complete extinction of light occurs at locations where the principal strain directions coincide

with the axes of the analyzer or where either the strain is zero or ex � ey ¼ 0. These fringes are

termed isoclinics, and are used to determine the principal strain directions at all points in the

photoelastic model. Figure 11.21 shows the isoclinics in a ring subject to a compression load (as

shown in the figure). A reference direction is selected along the horizontal compression load and

labeled 0 degrees. For each measurement angle, one of the principal strains at a point on an isoclinic

is parallel to the specified angle and the other is perpendicular. For the 0-degree isoclinics, the

principal strains are oriented at 0 and 90 degrees.

Using the fact that the direction of the principal axes is known at a free surface and the fact that

the shear stress is zero on a free surface, the magnitude of the stress on the boundary can be

determined. The primary applications for photoelasticity, especially in a historical sense, have been

in the study of stress concentrations around holes or reentrant corners. In these cases, the maximum

stress is at the boundary and corresponds to one of the principal stresses. This maximum stress can

be obtained directly by the optical method, since the shear stress is zero on the boundary.

Optical methods provide information about the strain and stress at every point in the object

being examined, in contrast to a strain gauge that supplies information about the strain at a single

location on the object. The optical methods provide the possibility of identifying stress concentra-

tion locations and may allow for an improvement in design or guide detailed measurements with

strain gauges.

Moir�e Methods

A moir�e pattern results from two overlaid, relatively dense patterns that are displaced relative to

each other. This observable optical effect occurs, for example, in color printing, where patterns of

dots form an image. If the printing is slightly out of register, a moir�e pattern results. Another

common example is the striking shimmering effect that occurs with some patterned clothing on

television. This effect results when the size of the pattern in the fabric is essentially the same as the

resolution of the television image.

In experimental mechanics, moir�e patterns are used to measure surface displacements, typically

in a model constructed specifically for this purpose. The technique uses two gratings, or patterns of

parallel lines spaced equally apart. Figure 11.22 shows two line gratings. There are two important

properties of line gratings for moir�e techniques. The pitch is defined as the distance between the

centers of adjacent lines in the grating, and for typical gratings has a value of from 1 to 40 lines/mm.

The second characteristic of gratings is the ratio of the open, transparent area of the grating to the

total area, or, for a line grating the ratio of the distance between adjacent lines to the center-to-center

distance, as illustrated in Figure 11.22. Clearly, a greater density of lines per unit width allows a

greater sensitivity of strain measurement; however, as line densities increase, coherent light is

required for practical measurement.

To determine strain using the moir�e technique, a grating is fixed directly to the surface to be

studied. This can be accomplished through photoengraving, cementing film copies of a grating to the

surface, or interferometric techniques. The master or reference grating is next placed in contact with

the surface, forming a reference for determining the relative displacements under loaded conditions.

A series of fringes result when the gratings are displaced relative to each other; the bright fringes are
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the loci of points where the projected displacements of the surface are integer multiples of the pitch.

The technique then is two-dimensional, providing information concerning the projection of the

displacements into the plane of the master grating. Once a fringe pattern is recorded, data reduction

techniques are employed to determine the stress and strain field. Graphical techniques exist that allow

the strain components in two orthogonal directions to be determined. Further information on moir�e
techniques, and additional references may be found in the review article by Sciammarella (13).

Recently, techniques such as moir�e-fringe multiplication have greatly increased the sensitivity

of moir�e techniques, with possible grating density of 1200 lines/mm. Moir�e interferometry is an

extension of moir�e-fringe multiplication that uses coherent light and has sensitivities on the order of

0.5 mm/fringe (14). A reflective grating is applied to the specimen, which experiences deformation

under load conditions. The technique provides whole field readings of in-plane strain, with a four-

beam optical arrangement currently in use (15).

11.8 SUMMARY

Experimental stress analysis can be accomplished through several practical techniques, including

electrical resistance, photoelastic, and moir�e strain measurement techniques. Each of these methods

yields information concerning the surface strains for a test specimen. The design and selection of an

appropriate strain measurement system begins with the choice of a measurement technique.

The bonded electrical resistance strain gauge provides a versatile means of measuring strain at a

specific location on a test specimen. Strain gauge selection involves the specification of strain gauge

material, the backing or carrier material, and the adhesive used to bond the strain gauge to the test

specimen, as well as the total electrical resistance of the gauge. Other considerations include the

orientation and pattern for a strain gauge rosette, and the temperature limit and maximum allowable

elongation.Inaddition,forelectricalresistancestraingauges,appropriatearrangementofthegaugesina

bridge circuit can provide temperature compensation and elimination of specific components of strain.

Optical methods are useful in the initial determination of a stress field for complex geometries,

and the determination of whole-field information in model studies. Such whole-field methods

provide the basis for design, and establish information necessary to make detailed local strain

measurements.

The techniques for strain measurement described in this chapter provide the basis for

determining surface strains for a test specimen. While the focus here has been the measurement

t

p

t
p= = 0.5

for this grating

t
p= = 0.75

Figure 11.22 Moir�e gratings.
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techniques, the proper placement of strain gauges and the interpretation of the measured results

requires further analysis. The inference of load-carrying capability and safety for a particular

component is a result of the overall experimental program.
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NOMENCLATURE

b width (l )

c speed of sound (l t�1)

h height (l )

ni index of refraction in the direction of the

principal strain in the i direction

(ud)x design-stage uncertainty in the variable x

Ac cross-sectional area (l2)

D diameter (l )

Em modulus of elasticity (ml�1t�2)

Ei input voltage (V)

Eo output voltage (V)

ei strain gauge lateral sensitivity error as a

percentage of axial strain

FN force normal to Ac (m l t�2)
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G shear modulus (m t�2)

GA amplifier gain

GF gauge factor

K strain optical coefficient

KB bridge sensitivity (V)

KI strain gauge lateral sensitivity

L length (l)

dEo voltage change (V)

dL change in length (l)

dR resistance change (V)

M bending moment (m l2t�2)

R electrical resistance (V)

T temperature (�)
T0 reference temperature (�)
a moir�e grating width to spacing

parameter

gxy shear strain in the xy plane (m l�1t�2)

d relative retardation between two light beams

in a photoelastic material

ea axial strain

eb bending strain

er strain in the i coordinate direction (i.e., x

direction)

el lateral or transverse strain

et apparent strain due to temperature

k bridge constant

np Poisson ratio

npo Poisson ratio for gauge factor calibration test

p1 piezoresistance coefficient (t2l m�1)

re electrical resistivity (V l)

s stress (m l�1t�2)

sa axial stress (m l�1t�2)

txy shear stress in the xy plane (m l�1t�2)

PROBLEMS

11.1 Calculate the change in length of a steel rod (Em ¼ 30 � 106 psi) that has a circular cross section, a

length of 10 in., and a diameter of 1/4 in. The rod supports a mass of 50 lbm in such a way that a state

of uniaxial tension is created in the rod.

11.2 Calculate the change in length of a steel rod (Em ¼ 20 � 1010 Pa) that has a length of 0.3 m and a

diameter of 5 mm. The rod supports a mass of 60 kg in a standard gravitation field in such a way that

a state of uniaxial tension is created in the rod. Make the same calculation for a rod made of

aluminum Em ¼ 70 GPað Þ.
11.3 An electrical coil is made by winding copper wire around a core. What is the resistance of 20,000

turns of 16-gauge wire (0.051 in. diameter) at an average radius of 2.0 in.?

11.4 Compare the resistance of a volume of p� 10�5 m3 of aluminum wire having a diameter of 2 mm,

with the same volume of aluminum formed into 1-mm-diameter wire. (The resistivity of aluminum

is 2:66 � 10�8 V m.)

11.5 A conductor made of nickel (re ¼ 6:8 � 10�8 V m) has a rectangular cross section 5 � 2 mm and is

5 m long. Determine the total resistance of this conductor. Calculate the diameter of a 5-m-long

copper wire that has a circular cross section that yields the same total resistance.

11.6 Consider a Wheatstone bridge circuit that has all resistances equal to 100 V. The resistance R1 is a

strain gauge that cannot sustain a power dissipation of more than 0.25 W. What is the maximum

applied voltage that can be used for this bridge circuit? At this level of bridge excitation, what is the

bridge sensitivity?

11.7 A resistance strain gauge with R = 120 V and a gauge factor of 2 is placed in an equal-arm

Wheatstone bridge in which all the resistances are equal to 120 V. If the maximum gauge current is

to be 0.05 A, what is the maximum allowable bridge excitation voltage?

11.8 A strain gauge that has a nominal resistance of 350 V and a gauge factor of 1.8 is mounted in

an equal-arm bridge, which is balanced at a zero applied strain condition. The gauge is mounted on a
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1-cm2 aluminum rod, with Em = 70 GPa. The gauge senses axial strain. The bridge output is 1 mV for

a bridge input of 5 V. What is the applied load, assuming the rod is in uniaxial tension?

11.9 Suppose the bridge in Problem 11.8 was operated in balanced mode. What change in resistance

would be required to balance the bridge? Assume the loading conditions are the same.

11.10 Consider a structural member subject to loads that produce both axial and bending stresses, as shown

in Figure 11.13. Two strain gauges are to be mounted on the member and connected in a Wheatstone

bridge in such a way that the bridge output indicates the axial component of strain only (the

installation is bending compensated). Show that the installation of the gauges shown in Figure 11.13

will not be sensitive to bending.

11.11 A steel beam member (yp = 0.3) is subjected to simple axial tensile loading. One strain gauge

aligned with the axial load is mounted on the top and center of the beam. A second gauge is similarly

mounted on the bottom of the beam. If the gauges are connected as arms 1 and 4 in a Wheatstone

bridge (Fig. 11.12), determine the bridge constant for this installation. Is the measurement system

temperature compensated? (explain why or why not.) If dE0 ¼ 10 mV and Ei = 10 V, determine the

axial and transverse strains. The gauge factor for each gauge is 2, and all resistances are initially

equal to 120 V.

11.12 An axial strain gauge and a transverse strain gauge are mounted to the top surface of a steel beam

that experiences a uniaxial stress of 2222 psi. The gauges are connected to arms 1 and 2 (Fig. 11.12)

of a Wheatstone bridge. With a purely axial load applied, determine the bridge constant for the

measurement system. If dE0 ¼ 250mV and Ei = 10 V, estimate the average gauge factor of the strain

gauges. For this material, Poisson’s ratio is 0.3 and the modulus of elasticity is 29:4 � 106 psi.

11.13 A strain gauge is mounted on a steel cantilever beam of rectangular cross section. The gauge is

connected in a Wheatstone bridge; initially Rgauge ¼ R2 ¼ R3 ¼ R4 ¼ 120 V. A gauge resistance

change of 0.1 V is measured for the loading condition and gauge orientation shown in Figure 11.23.

If the gauge factor is 2.05 
 1% (95%) estimate the strain. Suppose the uncertainty in each resistor

value is 1% (95%). Estimate an uncertainty in the measured strain due to the uncertainties in the

bridge resistances and gauge factor. Assume that the bridge operates in a null mode, which is

detected by a galvanometer. Also assume reasonable values for other necessary uncertainties and

parameters, such as input voltage or galvanometer sensitivity.

11.14 Two strain gauges are mounted so that they sense axial strain on a steel member in uniaxial tension.

The 120 V gauges form two legs of a Wheatstone bridge, and are mounted on opposite arms. For a

bridge excitation voltage of 4 Vand a bridge output voltage of 120 mVunder load, estimate the strain

in the member. What is the resistance change experienced by each gauge? The gauge factor for each

of the strain gauges is 2 and Em for this steel is 29 � 106 psi.

Strain gauge F

Cantilever beam

Figure 11.23 Loading for Problem 11.13.
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11.15 A rectangular bar is instrumented with strain gauges and subjected to a state of uniaxial tension.

The bar has a cross-sectional area of 2 in.2, and the bar is 12 in. long. The two strain gauges

are mounted such that one senses the axial strain, while the other senses the lateral strain. For an

axial load of 1500 lb, the axial strain is measured as 1500 me (min./in.), and the lateral gauge

indicates a strain of �465 me. Determine the modulus of elasticity and Poisson’s ratio for this

material.

11.16 A round member having a cross-sectional area of 3 cm2 experiences an axial load of 10 kN. Two

strain gauges are mounted on the member, one measuring an axial strain of 600 me (m/m), and the

other measuring a lateral strain of �163 me. Determine the modulus of elasticity and Poisson’s ratio

for this material.

11.17 Show that the use of a dummy gauge together with a single active gauge compensates for

temperature but not for bending. Consider the case in which the active gauge is subjected to axial

loading with minimal bending and both gauges experience the same temperature.

11.18 Show that four strain gauges mounted to a shaft such that the gauge pairs measure equal and opposite

strain can be used to measure torsional twist (as suggested in Table 11.1). Show that this method

compensates for axial and bending strains and for temperature.

11.19 For each bridge configuration described below, determine the bridge constant. Assume that all of the

active gauges are identical, and that all of the fixed resistances are equal. The locations of the gauges

in the bridge are shown in Figure 11.24.

Bridge Configuration Description

(a) 1: active gauge; 2–4: fixed

resistors

Single gauge in uniaxial tension

(b) 1: active gauge; 2: Poisson

gauge; 3, 4: fixed resistors

Two active gauges in uniaxial stress field

Gauge 1 aligned with maximum axial stress; gauge 2 lateral

(c) 1: active gauge; 3: active gauge;

2, 4: fixed resistors

Equal and opposite strains applied to the active gauges (bending

compensation)

(d) Four active gauges Gauges 1 and 4 aligned with uniaxial stress; gauges 2 and 3 transverse

(e) Four active gauges Gauges 1 and 2 subject to equal and opposite strains; gauges 3 and 4

subject to the same equal but opposite strains

1 2

3 4

Figure 11.24 Bridge arrangement for Problems 11.19 to 11.21.
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11.20 A bathroom scale uses four internal strain gauges to measure the displacement of its diaphragm as a

means for determining load. Four active gauges are used in a bridge circuit. The gauge factor is 2,

and gauge resistance is 120 V for each gauge. If an applied load to the diaphragm causes a

compression strain on R1 and R4 of 20 me, while gauges R2 and R3 experience a tensile strain of 20

me, estimate the bridge deflection voltage. The supply voltage is 9 V. Refer to Figure 11.24 for gauge

position.

11.21 Suppose in Problem 11.20 that the lead wires of two gauges (R2 and R4) are accidently interchanged

on the assembly line such that a compression strain is now sensed on R1 and R2 of 20 me, while

gauges R4 and R3 experience a tensile strain of 20 me. Should this really matter? Explain. Estimate

the bridge deflection voltage. Refer to Figure 11.24 for gauge position.

Problems 11.22 through 11.24 address measuring strains associated with a thin-walled pressure

vessel. The pressure vessel is constructed of steel and has a circular cross-section. The tangential and

longitudinal stresses in the wall of the pressure vessel are:

st ¼ pD=2t sl ¼ pD=4t

where

st ¼ tangential stress

sl ¼ longitudinal stress

p ¼ pressure

t ¼ wall thickness

11.22 A single-strain gauge is mounted on the surface of a thin-walled pressure vessel that has a diameter

of 1 m. For a strain gauge oriented along the tangential stress direction, determine the percentage

error in tangential strain measurement caused by lateral sensitivity as a function of pressure and

vessel wall thickness. The lateral sensitivity is 0.03.

11.23 Consider a Wheatstone bridge circuit that has all fixed resistances equal to 100 V and with a strain

gauge located at the R1 position, which has a value of 100 V under conditions of zero strain. The

strain gauge is mounted so as to sense longitudinal strain for a thin-walled pressure vessel made of

steel that has a wall thickness of 2 cm and a diameter of 2 m. The strain gauge has a gauge factor of 2

and cannot sustain a power dissipation of more than 0.25 W. What is the maximum static sensitivity

that can be achieved with this proposed measurement system? Is this static sensitivity constant with

input pressure? If not, under what conditions would it be reasonable to assume a constant static

sensitivity? The static sensitivity should be expressed in units of V/kPa.

11.24 Design a Wheatstone bridge measurement system to measure the tangential strain in the wall of the

pressure vessel described above, and develop a reasonable estimate of the resulting uncertainty.

You may assume that the strain does not vary with time, and that the bridge is operated in a balanced

mode. Your selection of specified values for the input voltage, the fixed resistances in the bridge

and the galvanometer sensitivity, and their associated uncertainties will allow completion of

this design.

11.25 A steel cantilever beam is fixed at one end and free to move at the other. A load F of 980 N is applied

to the free end. Four axially aligned strain gauges (GF ¼ 2) are mounted to the beam a distance L

from the applied load, two on the upper surface, R1 and R4, and two on the lower surface, R2 and R3.

The bridge deflection output is passed through an amplifier (gain, GA ¼ 1000) and measured. For a
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cantilever, the relationship between applied load and strain is

F ¼ 2EmIe
Lt

where I is the beam moment of inertia (¼ bt3=12), t is the beam thickness, and b is the beam width.

Estimate the measured output for the applied load if L = 0.l m, b = 0.03 m, t = 0.01 m, and the bridge

excitation voltage is 5 V. Em ¼ 200 GPa.

11.26 A cantilever beam is to be used as a scale. The beam, made of 2024-T4 aluminum, is 21 cm long,

0.4 cm thick, and 2 cm wide. The scale load of between 0 and 200 g is to be concentrated at a point

along the beam centerline 20 cm from its fixed end. Strain gauges are to be used to measure beam

deflection and mounted to a Wheatstone bridge to provide an electrical signal that is proportional to

load. Either 1/4-, 1/2-, or full-bridge gauge arrangements can be used. Design the sensor arrange-

ment and its location on the beam. Specify appropriate signal conditioning to excite the bridge and

to measure its output on a data acquisition system using a 
5 V, 12-bit A/D converter. Can the

system achieve a 4% uncertainty at the design-stage? The following specifications and system

choices are stated at the 95% confidence level:

Sensors: one, two, or four axial gauges at 120 V 
 0.2% (selectable)

Gauge factor of 2.0 
 1%

Bridge excitation: 1, 3, 5 V 
 0.5% (selectable)

Bridge null: within 5 mV

Signal conditioning:

Amplifier gain: 1X, 10X, 100X, 1000X 
 1% (selectable)

Low-pass filter: fc at 0.5, 5, 50, 500 Hz @ �12dB/octave (selectable)

Data acquisition system:

Conversion errors: < 0.1% reading

Sample rate: 1, 10, 100, 1000 Hz (selectable)

11.27 A rectangular strain gauge rosette is composed of strain gauges oriented at relative angles of 0, 45,

and 90 degrees, as shown in Figure 11.17b. The rosette is used to measure strain on a steel structural

member having Em ¼ 200 GPa and np ¼ 0:3. The measured values of strain are

e1 ¼ 10000 me
e2 ¼ 5000 me
e3 ¼ 50000 me

Determine the principal stresses and the angle that the maximum principal stress makes with the 0-

degree gauge.

11.28 Research the equivalent of Equation 11.39 for a 60-60-60 degree strain rosette.
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Chapter 12

Mechatronics1: Sensors, Actuators,

and Controls

12.1 INTRODUCTION

Rapid advances in microprocessors have led to a dramatic increase in electronically controlled

devices and systems. All of these systems require sensors and actuators to be interfaced with the

electronics. Understanding the operating principles and limitations of sensors is essential to

selecting and interfacing sensors for linear motion, rotary motion, and engineering variables

such as force torque and power. Actuators are required to produce motion, such as to move an

electric car seat, for a fly-by-wire throttle for automotive applications, or for positioning a precision

laser welder. This chapter discusses sensors and actuators, and provides a brief introduction to linear

control theory.

Upon completion of this chapter, the reader will be able to

� describe and analyze methods for displacement measurement,

� state the physical principles underlying velocity and acceleration measurements,

� describe various load cells and their appropriate applications,

� describe various methods for measuring torque and power,

� describe various actuators and their role in mechatronic systems, and

� analyze proportional-integral-derivative (PID) control schemes as part of a mechatronic

system.

12.2 SENSORS

The previous chapters described a wide variety of measurement sensors and the fundamentals of

their operation. Thermocouples, strain gauges, flow meters, and pressure sensors represent the

means to measure the very important engineering process variables of temperature, strain, flow rate,

and pressure. In this chapter we add to this base by introducing methods and sensors for the

measurement of linear and rotary displacement, acceleration and vibration, velocity measurement,

force or load, torque, and mechanical power.

1 The term ‘‘mechatronics’’ is derived from the terms ‘‘mechanical’’ and ‘‘electronic,’’ and refers to the integration of

mechanical and electronic devices.

504



E1C12 09/14/2010 13:54:8 Page 505

Displacement Sensors

Methods to measure position or displacement are a key element in many mechatronic systems. Often

potentiometric or linear variable differential transformer (LVDT) transducers are employed in these

applications.

Potentiometers

A potentiometer is a device employed to measure linear or rotary displacement. The principle of

operation relies on an increase in electrical resistance with displacement.

Awire-wound potentiometer2 or variable electrical resistance transducer is depicted in Figure 12.1.

This transducer is composed of a sliding contact and a winding. The winding is made of many turns of

wire wrapped around a nonconducting substrate. Output signals from such a device can be realized by

imposing a known voltage across the total resistance of the winding and measuring the output voltage,

which is proportional to the fraction of the distance the contact point has moved along the winding.

Potentiometers can also be configured in a rotary form, with numerous total revolutions of the contact

possible in a helical arrangement. The output from the sliding contact as it moves along the winding is

actually discrete, as illustrated in Figure 12.1; the resolution is limited by the number of turns per unit

distance. The loading errors associated with voltage-dividing circuits, discussed in Chapter 6, should be

considered in choosing a measuring device for the output voltage.

Sliding contact

Contact position

R
es

is
ta

nc
e

Eo

Ei

Figure 12.1 Potentiometer

construction.

2 The potentiometer-transducer should not be confused with the potentiometer-instrument. Although both are based on

voltage-divider principles, the latter measures low-level voltages (10�6 to 10�3 V) as described in Chapter 6.
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Wire-wound potentiometers display a stepwise output as the wiper contacts successive turns of

the wire winding. Conductive plastic potentiometers were developed to eliminate this stepwise

output, and are now widely employed in mechatronic systems. Two such potentiometers are shown

in Figure 12.2. The key components are the structural support and mechanical interface, the

conductive plastic resistor, and the wiper where electrical contact occurs. A linear output with

displacement is most often the design objective for these sensors. Typical linearity errors introduce

instrument uncertainty from 0.2% to 0.02% of the reading.

Linear Variable Differential Transformers

The LVDT, as shown in Figure 12.3, produces an AC output with an amplitude that is proportional to

the displacement of a movable core. The movement of the core causes a mutual inductance in

the secondary coils for an AC voltage applied to the primary coil. The waveform of the output from

the LVDT is sinusoidal; the amplitude of the sine wave is proportional to the displacement of the

core for a limited range of core motion.

In 1831, the English physicist Michael Faraday (1791–1867) demonstrated that a current could

be induced in a conductor by a changing magnetic field. An interesting account of the development

of the transformer may be found elsewhere (1). Recall that for two coils in close proximity, a change

Figure 12.2 Conductive plastic potentiometer. (Courtesy of Novotechnic U.S., Inc.).
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in the current in one coil induces an electromotive force (emf) in the second coil according to

Faraday’s law. The application of this inductance principle to the measurement of distance begins by

applying an AC voltage to the primary coil of the LVDT. The two secondary coils are connected in a

series circuit, such that when the iron core is centered between the two secondary coils the output

voltage amplitude is zero (Fig. 12.3). Motion of the magnetic core changes the mutual inductance of

the coils, which causes a different emf to be induced in each of the two secondary coils. Over a

limited range of operation, the output amplitude is essentially linear with core displacement, as first

noted in a U.S. patent by G. B. Hoadley in 1940 (2). The output of a differential transformer is

illustrated in Figure 12.4, in which both the linear range and nonlinear behavior are observed.

Beyond the linear range, the output amplitude rises in a nonlinear manner to a maximum, and

eventually falls to zero. The output voltages on either side of the zero displacement position are 180

degrees out of phase. Thus with appropriate phase measurement it is possible to determine positive

or negative displacement of the core. However, note that due to harmonic distortion in the supply

voltage and the fact that the two secondary coils are not identical, the output voltage with the coil

Constant
AC voltage

Coil 1, secondary Primary coil

Core

Insulating form

Motion to be
indicated

Difference voltage

Coil 2, secondary

Figure 12.3 Construction of a linear

variable differential transformer

(LVDT). (Courtesy of Schaevitz

Engineering; from reference 2.)
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centered is not zero but instead reaches a minimum. Resolution of an LVDT strongly depends on the

resolution of the measurement system used to determine its output. Resolutions down to the

nanometer range are available.

The differential voltage output of an LVDT, as shown in Figure 12.4, may be analyzed by

assuming that the magnetic field strengths are uniform along the axis of the coils, neglecting end

effects, and limiting the analysis to the case where the core does not move beyond the ends of the

coils (2). Under these conditions the differential voltage may be expressed in terms of the core

displacement. The sensitivity of the LVDT in the linear range is a function of the number of turns in

the primary and secondary coils, the root-mean-square (rms) current in the primary coil, and the

physical size of the LVDT.

Excitation Voltage and Frequency

The dynamic response of an LVDT is directly related to the frequency of the applied AC voltage,

since the output voltage of the secondary coil is induced by the variation of the magnetic field

induced by the primary coil. For this reason the excitation voltage should have a frequency at least

10 times the maximum frequency in the measured input. An LVDT can be designed to operate with

input frequencies ranging from 60 Hz up to 25 kHz (for specialized applications, frequencies in the

megahertz range can be used).

The maximum allowable applied voltage for an LVDT is determined by the current-carrying

capacity of the primary coil, typically in the 1- to 10-V range. A constant current source is preferable

for an LVDT to limit temperature effects. For other than a sine wave input voltage form, harmonics

in the input signal increase the voltage output at the null position of the core. The appropriate means

of measuring and recording the output signal from an LVDT and the AC frequency applied to the

primary coil should be chosen based on the highest frequencies present in the input signal to the

LVDT. For example, for static measurements and signals having frequency content much lower than

the excitation frequency of the primary coil, an AC voltmeter may be an appropriate choice for

measuring the output signal. In this case, it is likely that the frequency response of the measuring

system would be limited by the averaging effects of the AC voltmeter. For higher frequency signals,

it is possible to create a DC voltage output that follows the input motion to the LVDT through

demodulation and amplification of the resulting signal using a dedicated electronic circuit.

Alternatively, the output signal can be sampled at a sufficiently high frequency using a computer

data acquisition system to allow signal processing for a variety of purposes.

The measurement of distance using an LVDT is accomplished using an assembly known as an

LVDT gauge head. Such devices are widely used in machine tools and various types of gauging

equipment. Control applications have similar transducer designs. The basic construction is shown in

Core displacement, x

Voltage
output

Eo

180° phase shift

Linear region Linear region

at x = 0
Figure 12.4 LVDT output as a function of

core position.
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Figure 12.5. The gauge head can reduce instrument errors to as low as 0.05% with repeatability of

0.0001 mm.

Angular displacement can also be measured using inductance techniques employing

a rotary variable differential transformer (RVDT). The output curve of an RVDT and a

typical construction are shown in Figure 12.6, in which the linear output range is approxi-

mately �40 degrees.

Measurement of Acceleration and Vibration

The measurement of acceleration is required for a variety of purposes, ranging from machine design

to guidance systems. Because of the range of applications for acceleration and vibration measure-

ments, there exists a wide variety of transducers and measurement techniques, each associated with

a particular application. This section addresses some fundamental aspects of these measurements

along with some common applications.

Probe shaft Mounting thread Connector

LVDT

Bearing

Tip

Spring

Figure 12.5 LVDT gauge head. Top: Cross section of a typical LVDT gauge head. (Courtesy of Schaevitz

Engineering; from reference 2.)

12.2 Sensors 509



E1C12 09/14/2010 13:54:9 Page 510

Displacement, velocity, and acceleration measurements are also referred to as shock or

vibration measurements depending on the waveform of the forcing function that causes the

acceleration. A forcing function that is periodic in nature generally results in accelerations that

are analyzed as vibrations. On the other hand, a force input having a short duration and a large

amplitude would be classified a shock load.

The fundamental aspects of acceleration, velocity, and displacement measurements can be

discerned through examination of the most basic device for measuring acceleration and velocity, a

seismic transducer.

Seismic Transducer

A seismic transducer consists of three basic elements, as shown in Figure 12.7: a spring-mass-

damper system, a protective housing, and an appropriate output transducer. Through the appropriate

–180°

0° +180°

Volts out, opposite phase

Volts out

Relative
amplitude

Wire leads

Secondary
no. 2 Secondary

no. 1
Primary

Input shaft

Core

Output

Angle of shaft rotation

Input

Linear region

Figure 12.6 Rotary variable differential transformer. (Courtesy of Schaevitz Engineering; from reference 6.)
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design of the characteristics of this spring-mass-damper system, the output is a direct indication of

either displacement or acceleration. To accomplish a specific measurement, this basic seismic

transducer is rigidly attached to the object experiencing the motion that is to be measured.

Consider the case where the output transducer senses the position of the seismic mass; a variety

of transducers could serve this function. Under some conditions, the displacement of the seismic

mass serves as a direct measure of the acceleration of the housing and the object to which it is

attached. To illustrate the relation between the relative displacement of the seismic mass and

acceleration, consider the case in which the input to the seismic instrument is a constant

acceleration. The response of the instrument is illustrated in Figure 12.8. At steady-state conditions,

under this constant acceleration, the mass is at rest with respect to the housing. The spring deflects an

amount proportional to the force required to accelerate the seismic mass, and since the mass is

known, Newton’s second law yields the corresponding acceleration. The relationship between a

constant acceleration and the displacement of the seismic mass is linear for a linear spring (where

F ¼ kx).

We might want to measure not only constant accelerations but also complex acceleration

waveforms. Recall from Chapter 2 that a complex waveform can be represented as a series of sine or

Spring

Object
in motion

Output
transducer

Seismic
mass

Damper

Input
motion

M

Figure 12.7 Seismic transducer.
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Figure 12.8 Response of a seismic transducer to a constant acceleration.
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cosine functions, and that by analyzing a measuring system response to a periodic waveform input

we can discern the allowable range of frequency inputs.

Consider an input to our seismic instrument such that the displacement of the housing is a sine wave,

yhs ¼ Asinvt, and the absolute value of the resulting acceleration of the housing is Av2sinvt. If we

consider a free-body diagram of the seismic mass, the spring force and the damping force must balance

the inertial force for the mass. (Notice that gravitational effects could play an important role in the analysis

of this instrument, for instance, if the instrument were installed in an aircraft.) The spring force and

damping force are proportional to the relative displacement and velocity between the housing and the

mass, whereas the inertial force is dependent only on the absolute acceleration of the seismic mass.

We define a relative displacement, yr, as the difference between the housing displacement, yhs,

and the displacement of the seismic mass, ym, given by

yr ¼ ym � yhs ð12:1Þ
Newton’s second law may then be expressed

m
d2ym
dt2

þ c
dyr
dt

þ kyr ¼ 0 ð12:2Þ
Substituting Equation 12.1 into Equation 12.2 yields

m
d2yhs
dt2

þ d2yr
dt2

� �
þ c

dyr
dt

þ kyr ¼ 0 ð12:3Þ

But we know that yhs ¼ A sinvt and

d2yhs
dt2

¼ �Av2 sinvt ð12:4Þ
Thus,

m
d2yr
dt2

þ c
dyr
dt

þ kyr ¼ mAv2 sinvt ð12:5Þ
This equation is identical in form to Equation 3.12. As in the development for a second-order system

response, we examine the steady-state solution to this governing equation. The transducer senses the

relative motion between the seismic mass and the instrument housing. Thus, for the instrument to be

effective, the value of yr must provide indication of the desired output.

For the input function yhs ¼ A sinvt, the steady-state solution for yr is

yrð Þsteady ¼
v=vnð Þ2

A cos vt� fð Þ
1 � v=vnð Þ2
h i2

þ 2z v=vnð Þ½ �2
� � ð12:6Þ

where

vn ¼
ffiffiffiffi
k

m

r
z ¼ c

2
ffiffiffiffiffiffiffi
km

p f ¼ tan�1 � 2z v=vnð Þ
1 � v=vnð Þ2

ð12:7Þ

The characteristics of this seismic instrument can now be discerned by examining Equations 12.6

and 12.7. The natural frequency and damping are fixed for a particular design. We wish to examine

the motion of the seismic mass and the resulting output for a range of input frequencies.
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For vibration measurements, it is desirable to measure the amplitude of the displacements

associated with the vibrations; thus, the desired behavior of the seismic instrument would be to have

an output that gives a direct indication of yhs. For this to occur, the seismic mass should remain

stationary in an absolute frame of reference, and the housing and output transducer should move

with the vibrating object. To determine the conditions under which this behavior would occur, the

amplitude of yr at steady state can be examined. The ratio of the maximum amplitude of the output

divided by the equivalent static output is yrð Þmax=A. For vibration measurements, this ratio should

have a value of 1. Figure 12.9 shows yrð Þmax=A as a function of the ratio of the input frequency to the

natural frequency as determined from Equation 12.6. Clearly, as the input frequency increases, the

output amplitude, yr, approaches the input amplitude, A, as desired. Thus, a seismic instrument that

is used to measure vibration displacements should have a natural frequency smaller than the

expected input frequency. Damping ratios near 0.7 are common for such an instrument. The seismic

instrument designed for this application is called a vibrometer.

Example 12.1

A seismic instrument like the one shown in Figure 12.7 is to be used to measure a periodic vibration

having an amplitude of 0.05 in. and a frequency of 15 Hz.

1. Specify an appropriate combination of natural frequency and damping ratio such that the

dynamic error in the output is less than 5%.

2. What spring constant and damping coefficient would yield these values of natural frequency

and damping ratio?

3. Determine the phase lag for the output signal. Would the phase lag change if the input

frequency were changed?

KNOWN Input function yhs ¼ 0:05 sin 30pt

0 1 2 3 4
/ n

0

1

 = 0.25

 = 0.5

 = 1

(yr)max

A

2

Figure 12.9 Displacement amplitude at

steady state as a function of input fre-

quency for a seismic transducer.
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FIND Values of vn, z, k, m, and c to yield a measurement with less than 5% dynamic error.

Examine the phase response of the system.

SOLUTION Numerous combinations of the mass, spring constant, and damping coefficient

would yield a workable design. Let’s choose m¼ 0.05 lbm (22.7 g) and z¼ 0.7. We know that for a

spring-mass-damper system

v ¼
ffiffiffiffi
k

m

r
cc ¼ 2

ffiffiffiffiffiffiffi
km

p

where cc is the critical damping coefficient. With z ¼ c=cc ¼ 0:7, the damping coefficient, c, is

found as

c ¼ 2 0:7ð Þ
ffiffiffiffiffiffiffi
km

p

We can now examine the values of yrð Þmax=A and the phase angle, f, for z ¼ 0:7. The largest

magnitude in Equation 12.6 occurs when cos vt� fð Þ= 1, so

yrð Þmax=A ¼ v=vnð Þ2

1 � v=vnð Þ2
h i2

þ 2z v=vnð Þ½ �2
� �1=2

and f is found from Equation 12.7. Here is sample of the results:

v

vn

yrð Þmax

A
f ðdegreesÞ

10 1.000 172

8 1.000 169.9

6 1.000 166.5

4 0.999 159.5

3 0.996 152.3

2 0.975 137.0

1.7 0.951 128.5

Using the dynamic error as
yrð Þmax

A
� 1

����
����, acceptable behavior is achieved for values of v=vn � 1:7

for z ¼ 0:7, and an acceptable maximum value of the natural frequency is

vn ¼ v=1:7 ¼ 30p=1:7 ¼ 55:4 rad/s

with3

vn ¼
ffiffiffiffiffiffiffiffiffi
k=m

p

3 Note: 1 lb ¼ 32:2 lbm-ft/s2 whereas 1N¼ 1 kg-m/s2.
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for m¼ 0.05 lbm (22.7 g), then the value of k is 4.8 lb/ft (70 N/m). So the value of the damping

coefficient is

c ¼ 2 0:7ð Þ
ffiffiffiffiffiffiffi
km

p
¼ 0:12 lb-s/ft ¼ 1:76 N-s/m

COMMENTS We should consider other constraints, including size, cost, and operating

environment. The phase shift–frequency behavior for this combination of design parameters could

allow distortion of complex waveform signals, so if that is important, another set of parameters may

be preferable. This and other issues can be explored using the program file seismic_transducer.vi.

Acceleration Measurement with a Seismic Instrument

If it is desired to measure acceleration, the behavior of the seismic mass must be quite different from

that in Example 12.1. The amplitude of the acceleration input signal is Av2. To have the output value

yr represent the acceleration, it is clear from Equation 12.6 that the value of yr=A v=vnð Þ2
must be a

constant over the design range of input frequencies. If this is true, the output will be proportional to

the acceleration. The amplitude of yr=A v=vnð Þ2
is

yrð Þsteady
A v=vnð Þ2

¼ cos vt� fð Þ

1 � v=vnð Þ2
h i2

þ 2z v=vnð Þ½ �2
� �1=2

ð12:8Þ

and

M vð Þ ¼ 1

1 � v=vnð Þ2
h i2

þ 2z v=vnð Þ½ �2
� �1=2

ð12:9Þ

where M vð Þ is the magnitude ratio as given by Equation 3.22 in Chapter 3. The magnitude ratio is

plotted as a function of input frequency and damping ratio in Figure 3.16.

From Figure 3.16, we find that the desired flat magnitude response is achieved over a range of

input frequency ratios from 0 � v=vn �0.4. Typically, in an accelerometer the damping ratio is

designed to be near 0.7, so that the phase shift is linear with frequency such that distortion is

minimized.

In summary, the seismic instrument can be designed so that the output can be interpreted in

terms of either the input displacement or the input acceleration. Acceleration measurements may be

integrated to yield velocity information; the differentiation of displacement data to determine

velocity or acceleration introduces significantly more difficulties than the integration process.

Transducers for Shock and Vibration Measurement

In general, the destructive forces generated by vibration and shock are best quantified through the

measurement of acceleration. Although a variety of accelerometers are available, strain gauge and

piezoelectric transducers are widely employed for the measurement of shock and vibration (3).

A piezoelectric accelerometer employs the principles of a seismic transducer through the use of

a piezoelectric element to provide a portion of the spring force. Figure 12.10 illustrates one basic

construction of a piezoelectric accelerometer. A preload is applied to the piezoelectric element
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simply by tightening the nut that holds the mass and piezoelectric element in place. Upward or

downward motion of the housing changes the compressive forces in the piezoelectric element,

resulting in an appropriate output signal. Instruments are available with a range of frequency

response from 0.03 to 10,000 Hz. Depending on the piezoelectric material used in the transducer

construction, the static sensitivity can range from 1 to 100 mV/g. Steady accelerations cannot be

effectively measured with such a piezoelectric transducer.

Strain gauge accelerometers are generally constructed using a mass supported by a flexure

member, with the strain gauge sensing the deflection that results from an acceleration of the mass.

The frequency response and range of acceleration of these instruments are related, such that

instruments designed for higher accelerations have a wider bandwidth but significantly lower static

sensitivity. Table 12.1 provides typical performance characteristics for two strain gauge accel-

erometers that employ semiconductor strain gauges.

Many other accelerometer designs are available, including potentiometric, reluctive, or

accelerometers that use closed loop servo systems to provide a high output level. Piezoelectric

transducers have the highest frequency response and range of acceleration, but have relatively lower

sensitivity. Amplification can overcome this drawback to some degree. Semiconductor strain gauge

transducers have a lower frequency response limit than do piezoelectric transducers, but they can be

used to measure steady accelerations.

Velocity Measurements

Linear and angular velocity measurements utilize a variety of approaches ranging from radar and

laser systems for speed measurement to mechanical counters to provide an indication of a shaft

rotational speed. For many applications, the sensors employed provide a scalar output of speed.

However, sensors and methods exist that can provide indication of both speed and direction,

Post
Housing

Piezoelectric
element

Mass

Nut

Figure 12.10 Basic piezoelectric accelerometer.

Table 12.1 Representative Performance Characteristics for

Piezoresistive Accelerometersa

Characteristic 25-g Range 2500-g Range

Sensitivity [mV/g] 50 0.1

Resonance frequency [Hz] 2700 30,000

Damping ratio 0.4–0.7 0.03

Resistance [V] 1500 500

aAdapted from reference 7.
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when properly employed. Here we consider techniques for the measurement of linear and

angular speed.

Displacement, velocity, and acceleration measurements are made with respect to some frame

of reference. Consider the case of a game of billiards in a moving railway car. Observers on

the platform and on the train would assign different velocity vectors to the balls during play. The

velocity vectors would differ by the relative velocity of the two observers. Simply differentiating the

vector velocity equation, however, shows that the accelerations of the balls are the same in all

reference frames moving relative to one another with constant relative velocity.

Linear Velocity Measurements

As previously discussed, measurements of velocity require a frame of reference. For example, the

velocity of a conveyor belt might be measured relative to the floor of the building where it is housed.

On the other hand, advantages may be realized in a control system if the velocity of a robotic arm,

which ‘‘picks’’ parts from this same conveyor belt, is measured relative to the moving conveyor. In

the present discussion, it is assumed that velocity is measured relative to a ground state, which is

generally defined by the mounting point of a transducer.

Consider the measurement of velocity relative to a fixed frame of reference. Typically, if the

measurement of linear velocity is to be made on a continuous basis, an equivalent angular rotational

speed is measured, and the data is analyzed in such a way so as to produce a measured linear velocity.

For example, a speedometer on an automobile provides a continuous record of the speed of the car, but

the output is derived from measuring the rotational speed of the drive shaft or transmission.

Velocity from Displacement or Acceleration

Velocity, in general, can be directly measured by mechanical means only over very short times or

small displacements, due to limitations in transducers. However, if the displacement of a rigid body

is measured at identifiable time intervals, the velocity can be determined through differentiation of

the time-dependent displacement. Alternatively, if acceleration is measured, the velocity may be

determined from integration of the acceleration signal. The following example demonstrates the

effect of integration and differentiation on the uncertainty of velocities computed from acceleration

or displacement.

Example 12.2

Suppose our goal is to assess the merits of measuring velocity through the integration of an

acceleration signal as compared to differentiating a displacement signal. The following conditions

are assumed to apply.

For both y tð Þand y00 tð Þ the data acquisition system and transducers have the characteristics

described in Table 12.2. Note that the uncertainties are derived directly from the analog-to-digital

(A/D) resolution error and accuracy statements. Assume that the signals for both acceleration and

displacement are sampled at 10 Hz and numerical techniques are used to differentiate or integrate

the resulting signals.

SOLUTION Consider first determining the velocity through differentiation of the displace-

ment signal. Displacement is measured digitally by the data acquisition system, with a digitized
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value of displacement recorded at time intervals dt. The velocity at any time ndt can be

approximated as

v tð Þ ¼ y0 tð Þ ¼ ynþ1 � yn
dt

ð12:10Þ
where

yn+1¼ the (n+1) measurement of displacement at time nþ 1ð Þdt
yn¼ the nth measurement of displacement at time ndt
v tð Þ ¼ velocity at time t

If the signal is sampled at 10 Hz, dt is 0.1 s. For the present, we assume that the uncertainty in time is

negligible, so that the uncertainty in v; uv can be expressed as

uv ¼ qv
qynþ1

uynþ1

� 	2

þ qv
qyn

uyn

� 	2
( )1=2

ð12:11Þ

The uncertainties in the measured displacements, yn and ynþ1, will be equal, and are listed in Table

12.2. Substituting these values for uncertainty in Equation 12.11 yields an uncertainty of � 3 cm/s in

the velocity measurement. Notice that this uncertainty magnitude is not a function of time or the

measured velocity. This corresponds to a minimum uncertainty of 30% in the velocity measurement.

To determine velocity from acceleration, the measured values of acceleration must be

integrated. Since we have a digital signal, the integration can be accomplished numerically as

v tð Þ ¼ y0 tð Þ ¼
X
i

y00i dt ð12:12Þ

Assuming the uncertainty in time is negligible, the uncertainty in velocity at any time t is simply

uv ¼ uy00t ð12:13Þ
Clearly, the integration process tends to accumulate error as the calculation of velocity proceeds in

time, as illustrated in Figure 12.11, but for very short time periods can produce acceptable results.

Table 12.2 Specification and Uncertainty Analyses for Displacement and Acceleration

Measured Variable Functional Form Full-Scale Output Range

Displacement (cm) y(t) ¼ 20 sin 2t 0 to 10 V

Acceleration (cm/s2) y00 ¼ � 20

4
sin 2t �5 to 5 V

Uncertainty Values for Displacement and Acceleration

Measured Variable Uncertainty

Displacement Accuracy: 1% full scale ¼ 0.2 cm

A/D 8 bit (0.04 V) ¼ 0.08 cm

Total uncertainty ¼ �0.22 cm

Acceleration Accuracy: 1% full scale ¼ 0.05 cm/s2

A/D 8 bit (0.04 V) ¼ 0.04 cm/s2

Total uncertainty ¼ �0.064 cm/s2
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COMMENT This example can be used to illustrate several useful principles for data analysis.

Consider the effects of adding noise, or a degree of random error, to measured data; such a signal is

shown in Figure 12.12. In general, noise tends to be minimized through a process of integration and

amplified through differentiation. Figure 12.13 shows the result of integrating the noisy data from

Figure 12.12 Deterministic signal with added noise.
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Figure 12.11 Uncertainty in

velocity as a function of time.
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Figure 12.12, with the result that the effects of noise are reduced. However, because of the

accumulation of error, the technique must balance the integration period against error accumulation.

Differentiation tends to be extremely sensitive to low amplitude, high-frequency noise, which can

create very large errors in derivatives, especially at high sampling frequencies. This is apparent in

Figure 12.14, in which the signal in Figure 12.12 has been differentiated numerically. Appropriate

filtering or smoothing techniques are generally effective at reducing errors associated with noise in

derivatives in cases where the noise has low amplitude.

Moving Coil Transducers

Moving coil transducers take advantage of the voltage generated when a conductor experiences a

displacement in a magnetic field. This is the same phenomenon used to generate electric power in

generators and alternators. An illustration of a moving coil velocity pickup is provided in

Figure 12.15. Recall that a current carrying conductor experiences a force in a magnetic field,

and that a force is required to move a conductor in a magnetic field. For the latter case, an emf is

induced in the conductor. Consider the case in which the magnetic field strength is at right angles to

the conductor. The induced emf is given by

emf ¼ pBDclN
dy

dt
ð12:14Þ

Figure 12.13 Result of integrating the noisy signal from Figure 12.12.

520 Chapter 12 Mechatronics: Sensors, Actuators, and Controls



E1C12 09/14/2010 13:54:10 Page 521

where

B¼ magnetic field strength

Dc ¼ coil diameter

emf ¼ induced electromotive force

N¼ number of turns in coil

dy=dt¼ velocity of coil linear motion

l ¼ coil length

A moving coil transducer is appropriate for vibration applications in which the velocities of

small amplitude motions are measured. The output voltage is proportional to the coil velocity, and

the output polarity indicates the velocity direction. Static sensitivities on the order of 2 V-s/m are

Figure 12.14 Result of numerical differentiation of the noisy signal from Figure 12.12.

y

S N S

Figure 12.15 Moving coil transducer.
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typical. Moving coil transducers find application in seismic measurements as well as in vibration

applications.

Angular Velocity Measurements

The measurement of angular velocity finds a wide range of applications, including such familiar examples

as speedometers on automobiles. We consider a variety of applications and measurement techniques.

Mechanical Measurement Techniques

Mechanical means of measuring angular velocity or rotational speed were developed primarily to

provide feedback for control of engines and steam turbines. Mechanical governors and centrifugal

tachometers (4) operate on the principle illustrated in Figure 12.16. Here the centripetal acceleration

of the flyball masses result in a steady-state displacement of the spring, which provides a control

signal or is a direct indication of rotational speed. For this arrangement, the spring force is

proportional to the square of the angular velocity.

Stroboscopic Angular Velocity Measurements

A stroboscopic light source provides high-intensity flashes of light, which can be caused to occur at a

precise frequency. A stroboscope is illustrated in Figure 12.17. Stroboscopes permit the intermittent

observation of a periodic motion in a manner that appears to stop or slow the motion. Advances in

electronics in the mid-1930s allowed the development of a stroboscope with a very well defined flashing

rate and led to the use of stroboscopic tachometers. Figure 12.18 illustrates the use of a strobe to measure

rotational speed. A timing mark on the rotating object is illuminated with the strobe, and the strobe

frequency is adjusted such that the mark appears to remain motionless, as shown in Figure 12.18a. Thus,

the highest synchronous speed is the actual rotational speed. At this speed, the output value is available

from a calibration of the stroboscopic lamp flash frequency, with uncertainties to less than 0.1%. Clearly,

Flyball
mass

A

B
C

D

Output
signal

Output

A    Vertical motion only
B    Vertical motion only
C    Vertical and rotational motion
D    Rotational motion only

Figure 12.16 Mechanical angular velocity sensor.
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a timing mark would appear motionless for integer multiples of the actual rotational speed and for

integral submultiples, as illustrated in Figure 12.18b–e.

The synchronization of images at flashing rates other than the actual speed requires some

practical approaches to ensuring the accurate determination of speed. Spurious images can easily

result for symmetrical objects, and some asymmetric marking is necessary to prevent mis-

interpretation of stroboscopic data. To distinguish the actual speed from a submultiple, the flashing

Figure 12.17 Stroboscope. (Courtesy of Mill

Devices Co., a division of A. B. Carter Inc.)

(a) (b) (c) (d) (e)

   1800  fpm
   1200  fpm
     900  fpm
     720  fpm
     600  fpm
3600/n  fpm

3600 rpm3600 rpm3600 rpm

3600 fpm

3600 rpm3600 rpm

7200  fpm
2400  fpm
1440  fpm

10,800  fpm
   5400  fpm
   2700  fpm
   2160  fpm

14,400  fpm
   4800  fpm
   2880  fpm

Figure 12.18 Images resulting from harmonic and subharmonic flashing rates for stroboscopic angular speed

measurement. (Courtesy of Mill Devices Co., a division of A.B. Carter Inc.)
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rate can be decreased until another single synchronous image appears. If this flashing rate

corresponds to one-half the original rate, then the original rate is the actual speed. If it does not

occur at one-half the original value, then the original value is a submultiple.

The upper limit of the flash rate of the strobe does not limit the ability of the stroboscope to

measure rotational speed. For high speeds, synchronization can be achieved N times, with v1

representing the maximum achievable synchronization speed, and v2;v3; . . . representing succes-

sively lower synchronization speeds. The measured rotational speed is then calculated as

v ¼ v1vN N � 1ð Þ
v1 � vN

ð12:15Þ

The program file stroboscope.vi on the companion software disk illustrates the basic operation

and interesting stroboscopic effects.

Electromagnetic Techniques

Several measurement techniques for rotational velocity utilize transducers that generate electrical

signals, which are indicative of angular velocity. One of the most basic is illustrated in Figure 12.19.

This transducer consists of a toothed wheel and a magnetic pickup; the pickup consists of a magnet

and a coil. As the toothed wheel rotates, an emf is induced in the coil as a result of changes in the

magnetic field. As each ferromagnetic tooth passes the pickup, the reluctance of the magnetic circuit

changes in time, yielding a voltage in the coil given by

E ¼ CBN tv sinN tvt ð12:16Þ
where

E¼ output voltage

CB¼ proportionality constant

Nt ¼ number of teeth

v¼ angular velocity of the wheel

Toothed wheel

emf

N S

Magnet

Direction of rotation

Figure 12.19 Angular velocity measurement employing a toothed wheel and magnetic pickup.
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The angular velocity can be found either from the amplitude or the frequency of the output signal.

The voltage amplitude signal is susceptible to noise and loading errors. Thus, less error is introduced if

the frequency is used to determine the angular velocity; typically, some means of counting the pulses

electronically is employed. This frequency information can be transmitted digitally for recording,

which eliminates the noise and loading error problems associated with voltage signals.

Force Measurement

The measurement of force is most familiar as the process of weighing, ranging from weighing

micrograms of a medicine to weighing trucks on the highway. Force is a quantity derived from

the fundamental dimensions of mass, length, and time. Standards and units of measure for these

quantities are defined in Chapter 1. The most common techniques for force measurement are

described in this section.

Load Cells

‘‘Load cell’’ is a term used to describe a transducer that generates a voltage signal as a result of an

applied force, usually along a particular direction. Such force transducers often consist of an elastic

member and a deflection sensor. These deflection sensors may employ changes in capacitance,

resistance, or the piezoelectric effect to sense deflection. A technology overview for such devices is

provided elsewhere (5). Consider first load cells that are designed using a linearly elastic member

instrumented with strain gauges.

Strain Gauge Load Cells Strain gauge load cells are most often constructed of a metal, and have a

shape such that the range of forces to be measured results in a measurable output voltage over the

desired operating range. The shape of the linearly elastic member is designed to meet the following

goals: (1) provide an appropriate range of force-measuring capability with necessary accuracy, (2)

provide sensitivity to forces in a particular direction, and (3) have low sensitivity to force

components in other directions.

A variety of designs of linearly elastic load cells are shown in Figure 12.20. In general, load

cells may be characterized as beam-type load cells, proving rings, or columnar-type designs. Beam-

type load cells may be characterized as bending beam load cells or shear beam load cells.

A bending beam load cell, as shown in Figure 12.21, is configured such that the sensing element

of the load cell functions as a cantilever beam. Strain gauges are mounted on the top and bottom of

the beam to measure normal or bending stresses. Figure 12.21 provides qualitative indication of the

shear and normal stress distributions in a cantilever beam. In the linear elastic range of the load cell,

the bending stresses are linearly related to the applied load.

In a shear beam load cell the beam cross section is that of an I-beam. The resulting shear stress in

the web is nearly constant, allowing placement of a strain gauge essentially anywhere in the web with

reasonable accuracy. Such a load cell is illustrated schematically in Figure 12.22, along with the shear

stress distribution in the beam. In general, bending beam load cells are less costly due to their

construction; however, the shear beam load cells have several advantages, including lower creep and

faster response times. Typical load cells for industrial applications are illustrated in Figure 12.23.

Piezoelectric Load Cells Piezoelectric materials are characterized by their ability to develop a charge

when subject to a mechanical strain. The most common piezoelectric material is single-crystal quartz. The
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Column withColumn
stress concentration

Hollow column

Flexure
Figure 12.20 Elastic load cell

designs.
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Normal stress distribution

Normal stress

Shear stress distribution

Applied
load

Strain
gauge

locations

Bending beam load cell

Shear stress

Figure 12.21 Bending beam load cell and stress distributions.
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basic principle of transduction that occurs in a piezoelectric element may best be thought of as a charge

generator and a capacitor. The frequency response of piezoelectric transducers is very high, since the

frequency response is determined primarily by the size and material properties of the quartz crystal. The

modulus of elasticity of quartz is approximately 85 GPa, yielding load cells with typical static sensitivities

ranging from 0.05 to 10 mV/N, and a frequency response up to 15,000 Hz. A typical piezoelectric load cell

construction is shown in Figure 12.24.

Proving Ring A ring-type load cell can be employed as a local force standard. Such a ring-type

load cell, as shown in Figure 12.25, is often employed in the calibration of materials testing

machines because of the high degree of precision and accuracy possible with this arrangement of

Applied
load

Strain
gauge locations

Shear stress

Shear stress in I-beam
y

Center line of web

Figure 12.22 Shear beam load cell and shear stress distribution.

Figure 12.23 Typical

load cells. (Courtesy of

Transducer Techniques, Inc.)
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transducer and sensor. If the sensor is approximated as a circular right cylinder, the relationship

between applied force and deflection is given by

dy ¼ p

2
� 4

p

� �
FnD

3

16EI
ð12:17Þ

Load-bearing surface
Quartz crystals

Charge pickup

Cable
mount

Impedance
converter

Mounting thread
Mounting surface

Figure 12.24 Piezoelectric

load cell design. (Courtesy of

the Kistler Instrument Co.)

Strain
gauges

Strain
gauges

2 dohteM2 dohteM Method
1

Applied
load

Applied
load

Displacement
sensor

Figure 12.25 Ring type load cell, or proving ring.
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where

dy¼ deflection along the applied force

Fn ¼ applied force

D¼ diameter

E¼ modulus of elasticity

I¼ moment of inertia

The application of the proving ring involves measuring the deflection of the proving ring in

the direction of the applied force. Typical methods for this displacement measurement include

displacement transducers, which measure overall displacement, and strain gauges. These methods

are illustrated in Figure 12.25.

Torque Measurements

Torque and mechanical power measurements are often associated with the energy conversion

processes that serve to provide mechanical and electrical power to our industrial world. Such

energy conversion processes are largely characterized by the mechanical transmission of

power produced by prime movers such as internal combustion engines. From automobiles to

turbine-generator sets, mechanical power transmission occurs through torque acting through a

rotating shaft.

The measurement of torque is important in a variety of applications, including sizing of

load-carrying shafts. This measurement is also a crucial aspect of the measurement of shaft

power, such as in an engine dynamometer. Strain-gauge–based torque cells are constructed in a

manner similar to load cells, in which a torsional strain in an elastic element is sensed by strain

gauges appropriately placed on the elastic element. Figure 12.26 shows a circular shaft

instrumented with strain gauges for the purpose of measuring torque, and a commercially

available torque sensor.
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rear view
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Figure 12.26 Shaft instrumented for torque measurement.
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Consider the stresses created in a shaft of radius R0 subject to a torque T. The maximum shearing

stress in a circular shaft occurs on the surface and may be calculated from the torsion formula4

tmax ¼ TR0=J ð12:18Þ
where

tmax ¼ maximum shearing stress

T¼ applied torque

J¼ polar moment of inertia (pR2
0=2 for a solid circular shaft)

For a shaft in pure torsion, there are no normal stresses, sx;sy; or sz. The principal stresses lie along

a line that makes a 45-degree angle with the axis of the shaft, as illustrated in Figure 12.26, and have

a value equal to tmax. Strains that occur along the curve labeled A-A0 are opposite in sign from those

that occur along B-B0. These locations allow placement of four active strain gauges in a Wheatstone

bridge arrangement, and the direct measurement of torque in terms of bridge output voltage.

Mechanical Power Measurements

Almost universally, prime movers such as internal combustion (IC) engines and gas turbines convert

chemical energy in a fuel to thermodynamic work transmitted by a shaft to the end use. In

automotive applications, the pistons create a torque on the crankshaft, which is ultimately trans-

mitted to the driving wheels. In each case, the power is transmitted through a mechanical coupling.

This section discusses the measurement of such mechanical power transmission.

Rotational Speed, Torque, and Shaft Power

Shaft power is related to rotational speed and torque as

P
*

s ¼ v* � T
* ð12:19Þ

where Ps is the shaft power, v is the rotational velocity vector, and T is the torque vector. In general,

the orientation of the torque and rotational velocity vectors are such that the equation may be written

in scalar form as

Ps ¼ vT ð12:20Þ
Table 12.3 provides a summary of useful equations related to shaft power, torque, and speed as

employed in mechanical measurements. Historically, a device called a Prony brake was used to

measure shaft power. A typical Prony brake arrangement is shown in Figure 12.27. Consider using

the Prony brake to measure power output for an IC engine. The Prony brake serves to provide a well-

defined load for the engine, with the power output of the engine dissipated as thermal energy in the

braking material. By adjusting the load, the power output over a range of speeds and throttle settings

can be realized. The power is measured by recording the torque acting on the torque arm and the

rotational speed of the engine. Clearly, this device is limited in speed and power, but does serve to

demonstrate the operating principles of power measurement, and is historically significant as the

first technique for measuring power.

4 Coulomb developed the torsion formula in 1775 in connection with electrical instruments.
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Cradled Dynamometers

A Prony brake is an example of an absorbing dynamometer. The term ‘‘dynamometer’’ refers to a

device that absorbs and measures the power output of a prime mover. Prime movers are large

mechanical power-producing devices such as gasoline or diesel engines or gas turbines. Several

methods of energy dissipation are utilized in various ranges of power, but the measurement

techniques are governed by the same underlying principles. Thus, we consider first the measurement

of power, and then discuss means for dissipating the sometimes large amounts of power generated

by prime movers.

The cradled dynamometer measures mechanical power by measuring the rotational speed of the

shaft, which transmits the power, and the reaction torque required to prevent movement of the

stationary part of the prime mover. This reaction torque is impressively illustrated by so-called

wheelies by motorcycle riders. A cradled dynamometer is supported in bearings, which are called

trunion bearings, such that the reaction torque is transmitted to a torque or force-measuring device.

The state-of-the-art dynamometer shown in Figure 12.28 is designed for emissions testing, with

power absorption ratings above 200 HP and a top speed of 120 MPH.

In principle, the operation of the dynamometer involves the steady-state measurement of the

load Fr created by the reaction torque and the measurement of shaft speed. From Equation 12.19 the

transmitted shaft power can be calculated directly.

Torque arm

Force
measuring

device

Torque arm
radius, R

Load
adjusting
nuts

Brake block

Rotating wheel
connected
to driver

Strap with
cleats
attached

Figure 12.27 Prony brake. (Courtesy of the American Society of Mechanical Engineers, New York, NY.

Reprinted from PTC 19.7-1980 6.)

Table 12.3 Shaft Power, Torque, and Speed Relationships

SI U.S. Customary

Shaft power, P P ¼ vT P ¼ 2pnT

550

Power P (W) P (hp)

Rotational speed v (rad/s) n (rev/s)

Torque T (N m) T (ft lb)
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The American Society of Mechanical Engineers (ASME) Performance Test Code (PTC) 19.7

(6) provides guidelines for the measurement of shaft power. According to PTC 19.7, overall

uncertainty in the measurement of shaft power by a cradled dynamometer results from (1) trunnion-

bearing friction error uncertainty, (2) force measurement uncertainty (Fr), (3) moment arm length

uncertainty (Lr), (4) static unbalance of dynamometer error uncertainty and, (5) uncertainty in

rotational speed measurement.

A means of supplying a controllable load to the prime mover, and dissipating the energy

absorbed in the dynamometer, are an integral part of the design of any dynamometer. Several

techniques are described for providing an appropriate load.

Eddy Current Dynamometers: A direct current field coil and a rotor allow shaft power to be

dissipated by eddy currents in the stator winding. The resulting conversion to thermal energy by

joulian heating of the eddy currents necessitates some cooling be supplied, typically using cooling

water.

Alternating Currrent and DC Generators: Cradled AC and DC machines are employed as power

absorbing elements in dynamometers. The AC applications require variable frequency capabilities

to allow a wide range of power and speed measurements. The power produced in such dynamome-

ters may be dissipated as thermal energy using resistive loads.

Waterbrake Dynamometers: A waterbrake dynamometer employs fluid friction and momentum

transport to create a means of energy dissipation. Two representative designs are provided in

Figure 12.29. The viscous shear type brake is useful for high rotational speeds, and the agitator type

unit is used over a range of speeds and loads. Waterbrakes may be employed for applications up to

10,000 HP (7450 kW). The load absorbed by waterbrakes can be adjusted using water level and flow

rates in the brake.

Figure 12.28 Dynamometer. (Courtesy of Burke E. Porter Machinery Co., Grand Rapids, MI)
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Water
inlets

Water
outlets

Smooth disk rotor

Trunnion
bearing

Trunnion
bearing

Seal

Water
outlet

(a)  Viscous shear type

(b)  Momentum exchange type

Water
inlets

Rotor pocket

Stator pocket

Seal

Figure 12.29 Waterbrake

dynamometers. (Courtesy of

the American Society of

Mechanical Engineers, New

York, NY. Reprinted from PTC

19.7-1980 6.)
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12.3 ACTUATORS

Linear Actuators

The task of a linear actuator is to provide motion in a straight line. We discuss three ways to achieve

linear motion:

1. Conversion of rotary motion into linear motion. This can be accomplished using a linkage, as

in the slider-crank mechanism, or using screw threads coupled to a rotary motion source.

2. Use of a fluid pressure to move a piston in a cylinder. When air or another gas is used as the

working fluid, the system is called a pneumatic system. When a fluid such as oil is used as the

working fluid, the system is termed hydraulic.

3. Electromagnetic

Slider–Crank Mechanism

A common means of generating a reciprocating linear motion, or converting linear motion to rotary

motion, is the slider–crank mechanism, as illustrated in Figure 12.30. Such a mechanism is the basis

of transforming the reciprocating motion of the piston in an internal combustion engine. This or

similar linkages could also be applied in pick-and-place operations, or in a variety of automation

applications.

Screw-drive linear motion

A common means for translating rotary motion into linear motion is a lead screw. A lead screw has

helical threads that are designed for minimum backlash to allow precise positioning. Numerous

designs exist for such actuating threads. The basic principle is illustrated in Figure 12.31. The rotary

motion of the lead screw is translated into linear motion of the nut, with the torque required to drive

the lead screw directly related to the thrust the particular application requires.

Figure 12.30 Slider–crank mechanism.

Thrust
output

Torque
input

Thrust
output

Nut

Figure 12.31 Linear actuation using a lead

screw.
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Common applications that employ a lead screw include the worktable for a mill, and a variety of

other precision positioning translation tables, such as the one shown in Figure 12.32.

Pneumatic and Hydraulic Actuators

The term ‘‘pneumatic’’ implies a component or system that uses compressed air as the energy

source. On the other hand, a hydraulic system or component uses incompressible oil as the working

fluid. An example of a hydraulic system is the power steering on an automobile; such a system is

illustrated in Figure 12.33. Hydraulic fluid is supplied at an elevated pressure from the power

steering pump. When a steering input is made from the driver, the rotary valve allows high-pressure

fluid to enter the appropriate side of the piston, and aid in turning the wheels. By maintaining a direct

connection between the steering column and the rack and pinion, the car can be steered even if the

hydraulic system fails.

Figure 12.32 Precision translation

table. (UniSlide1 from Velmex,

Inc).

Pinion

Steering
column

To
reservoir

From
pump

Rotary
valve

Fluid lines

Rack Piston

Figure 12.33 Schematic

diagram of a power

steering system.
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Pneumatic Actuators

When compressed air is the energy source of choice, a pneumatic cylinder can create linear motion.

In general, the purpose of a pneumatic cylinder is to provide linear motion between two fixed

locations. Figure 12.34 shows a pneumatic cylinder and a cutaway of such a cylinder. By applying

high-pressure compressed air to either side of the piston, linear actuation between two defined

positions can easily be accomplished.

Soleniods

‘‘Solenoid’’ is a term used to describe an electromagnetic device that is employed to create linear

motion of a plunger, as shown in Figure 12.35. The initial force available from a solenoid can be

determined from

F ¼ 1

2
NIð Þ2 mA

d2
ð12:21Þ

Figure 12.34 Construction of a pneumatic cylinder. (Courtesy of Parker Hannifin, Inc.)

536 Chapter 12 Mechatronics: Sensors, Actuators, and Controls



E1C12 09/14/2010 13:54:13 Page 537

where

F¼ force on plunger

N¼ number of turns of wire in the electromagnetic

I¼ current

m¼ magnetic permeability of air (4p� 10�7H=m)

d¼ size of the air gap

A¼ plunger cross-sectional area

When the electromagnet is actuated, the resulting magnetic force pulls the plunger into the C-frame.

Because the air gap is largest when the electromagnet is actuated, the minimum force occurs at

actuation and the force increases as the air gap decreases.

Rotary Actuators

Stepper Motors

There is a class of electric motors that has the primary purpose of providing power to a process. An

example would be the electric motor that drives an elevator, an escalator, or a centrifugal blower. In

these applications the electric motor serves as a prime mover, with clear and specific requirements

for rotational speed, torque, and power. However, some applications have stringent requirements for

positioning.

Rotary positioning presents a significant engineering challenge, but one that is so ubiquitous

that it has been addressed through a variety of design strategies. One design strategy is to employ a

free-rotating DC motor to supply the motive power and impose precise control on the resulting

motion through gearing and some control scheme. DC motors that are subject to feedback control

are generally described as servo-motors. While this may be appropriate and necessary for some

applications, the stepper motor has found wide-ranging applications in precision rotary motion

control, and is a better choice for many applications.

Stepper or stepping motors, as their name implies, are capable of moving a fraction of a rotation

with a great degree of precision. This is accomplished by the design of a rotor that aligns with the

magnetic field generated by energized coils. The step size can range from 90 degrees to as little as

0.5 degrees or less. Two common types of stepper motors are variable reluctance and unipolar

designs. The design of a variable reluctance stepping motor is illustrated in Figure 12.36. Let’s

consider the operation of this motor. There are three sets of windings, labeled 1, 2, and 3 in the

figure, and there are two sets of teeth on the rotor, labeled X and Y. With the windings labeled 1

energized, the rotor snaps to a position where one set of the teeth are aligned with the windings. This

motion is a result of the magnetic field generated by the windings. Suppose that winding 1 is

Coil
C-frame

Plunger

Figure 12.35 Construction of a solenoid linear actuator.
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de-energized and winding 2 is energized. The rotor will turn until the teeth marked Y are aligned

with winding 2. This produces a 30-degree step.

A useful characteristic of stepper motors is holding torque. As long as one of the windings is

energized, the rotor resists motion, until the torque produced by the winding to rotor interaction is

overcome.

The motor shown in Figure 12.37 is a variable reluctance design. Unipolar motors incor-

porate permanent magnets as the rotor. Figure 12.37 shows a rotor having six magnetic poles and

two sets of windings. The motor moves in 30-degree increments as the windings are alternately

energized.

Flow-Control Valves

Valves are mechanical devices intended to allow, restrict, throttle, or meter fluid flow through pipes

or conduits. Flow-control valves are used to regulate either the flow or the pressure of a fluid by their

electronic actuation. They generally function by allowing flow while in their open position, stopping

flow when closed, and metering flow or fluid pressure to a desired value with a position that is

somewhere between these settings, which is called proportional control. These valves contain a

valve positioning element that is driven by an actuator, such as a solenoid. Any valve type can be

controlled. The common control valve design offers either a single chamber body containing a

poppet with valve seat or a multichamber body containing a sliding spool with multiple poppets.

Flow-control valves are used to transfer gases, liquids, and hydraulic fluids. The application ratings

are as follows: general service, for working with common liquids and gases; cryogenic service, for

fluids such as liquid oxygen; vacuum service, for low pressure applications; and oxygen service, for

contamination-free flow of oxygen.

The control valve can respond to signals from any type of process variable transducer. The

signal determines the position of the actuating solenoid. A specific characteristic of any control

valve refers to whether its nonenergized operating state is open or closed. This is referred to as its

‘‘fail position.’’ The fail position of a control valve is determined by the nonenergized solenoid

plunger position. This position is an important consideration for process safety.

These valves come in various configurations reflecting their number of ports. A two-way valve

has two ports. Two-way position control takes on one of two values: open or closed. A two-way

valve has two connections: supply port (P) and service port (A). Most common household valves fall

1

1

X

X

Y Y

32

23

Figure 12.36 Variable reluctance stepper motor

design.

22

1
S

S

S S

N N

N

N

1

Figure 12.37 Variable reluctance stepper motor

design having six poles and two windings.
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into this category. A three-way valve has three port connections: supply (P), exhaust (T), and service

(A). The service port may be switched between the supply and the exhaust. A four-way has four

connections: supply (P), exhaust (T), and two service ports (A and B). The valve connects either P to

A and B to T, or P to B and A to T. In general, an N-way valve has N-ports with N number of flow

directions available. An example of a three-port sliding spool control valve is shown in Figure 12.38.

The solenoid drives the spool, which contains two valve seats. In the fully activated position, port P

is open to service port A. When the solenoid is deactivated, port T is open to service port A (shown).

For example, in one application this valve can be used to pressurize a system (open the system to

port P) for a period of time and then adjust the system pressure to another value (open the system to

port A) for a period of time.

All valve ports offer some level of flow resistance, and this is specified through a flow

coefficient, Cv. Flow resistance can be adjusted in design by varying the internal dimensions of the

valve chamber and can be set operationally by varying the element position within the chamber. The

flow coefficient is found based on the formulation detailed in Chapter 10 or simply as

Q ¼ Cv

ffiffiffiffiffiffi
Dp

p
ð12:22Þ

where Q is the steady flow rate through the valve and Dp is the corresponding pressure drop. This

loss is also expressed in terms of a K-factor based on the average velocity through the ports,

Dp ¼ Kr�U
2
=2 ð12:23Þ

Flow-control valves are classified in a number of ways: the type of control, the number of ports

in the valve housing, the specific function of the valve, and the type of valve element used in the

construction of the valve. Directional control valves allow or prevent the flow of fluid through

designated ports. Flow can move in either direction. Check valves are a special class of directional

valve that allow flow in only one direction. Proportional valves can be infinitely positioned to control

the amount, pressure, and direction of fluid flow. In a proportional valve, the valve is opened by an

amount proportional to the applied current. The valves are termed proportional because their output

flow is not exactly linear in relation to the input signal. These valves provide a way to control

pressure or flow rate with a high response rate.

In the simplest application, a solenoid is used to turn a valve either on or off. In a more

demanding application, the solenoid is expected to cycle rapidly to open and close the valve. The

Port
3 (A)

PoppetSliding spool

Solenoid
actuator

Port
1 (P)

Port
2 (T)

Figure 12.38 Three-way flow control valve (deactivated position shown).
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time between each signal cycle coupled with the internal flow loss character of the valve determines

the average flow. Valve response time can be defined in several ways but all are consistent with the

methods used in Chapter 3. The 90% response time, t90, is the time required to either fill or exhaust a

target device chamber through a valve port, in effect a step function response. There is a separate

response time for filling or exhausting. Either way,

t90 ¼ mþ F8 ð12:24Þ
where m is the valve lag time between when the signal is applied and steady flow is established at the

designated port, F is the reciprocal of the average flow rate through the port, and 8 is the volume of

the target device chamber. For example, a valve having an F of 0.54 ms/cc and a lag time of 20 ms

requires t90¼ 155 ms to fill a 250-cc chamber. Alternatively, the valve frequency response can be

found by cycling the valve with a sine wave electrical signal and measuring the flow rate through the

valve. The valve frequency bandwidth is thus established by its �3 dB point.

12.4 CONTROLS

Control of a process or system can be exerted in a wide variety of ways. Suppose our goal is to create

a healthy lawn by appropriate watering. Each day we could monitor the weather forecast, take into

account the probability of precipitation, and choose whether to water and for how long. We could

choose to water all of the lawn or just those parts most subject to stress from heat and lack of

moisture. If we choose to water, we could place the sprinklers and turn on the faucet (remembering

to shut off the flow at an appropriate later time)!

All of the functions described above for lawn care are completely reasonable for a person to

accomplish, and they represent the functioning of an intelligent controller. Suppose we wish to

introduce some automation into the process.

At the simplest level, a timer-based control system could be implemented, as shown in Figure 12.39.

The functioning of this system would be to open and close the faucet at predetermined times of the day.

At the simplest level, this could be a mechanical timer that watered the lawn once each 24-hour period for

a predetermined length of time. This type of control is called an open loop control. For this control

Water supply

Timer

To sprinklers Figure 12.39 Open-loop control of a sprinkler system.
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system there are no sensors to monitor the amount of water applied to the lawn; in fact, all that the control

system is accomplishing is to open and, later, to close the faucet.

More advanced automatic control systems implement a closed-loop control. For the present

example, it might be desired to apply 100 gallons (379 liters) of water to the lawn. A flow meter that

sensed the total water flow that had occurred could be used to provide feedback to the control system to

allow the faucet to be closed when the flow totaled 100 gallons. Such flow meters are common and serve

as water meters. The term closed-loop or feedback control simply means that the variable that is to be

controlled is being measured, and that the control system in some way uses this measurement to exert the

control.

Figure 12.40 illustrates a control system designed to apply 100 gallons of water to the lawn. There

are two inputs to the controller: the time of day and the output of the totalizing flow meter. At the

appropriate time of day, the controller opens the valve. The totalizing flow meter output is used by the

controller to close the valve after the total flow reaches 100 gallons. This type of binary control scheme

is termed on–off control. The valve controlling the water flow is either fully open or fully closed.

Probably the most familiar form of a binary on–off control system is the thermostat for a home

furnace or air conditioner. Figure 12.41 shows the status of a home furnace and a time trace of the

inside temperature during a winter day. A schematic representation of this control system is shown

Water supply

To sprinklers

Clock timer

Totalizing
flow meter

Figure 12.40 Feedback control of a sprinkler system.

Inside
temperature

Furnace
On

Off Off

Disturbance

Dead band

On

Figure 12.41 Operation of on–off

controller with a dead band.
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in Figure 12.42. A key element here is that there is the possibility of a disturbance that would

influence the rate of change of the inside temperature. Suppose a delivery arrives and the door

remains open for a period of time. The thermostat must then respond to this disturbance and attempt

to maintain the inside temperature at the set point.

Essentially all practical implementations of on–off control systems require a dead band that

creates a hysteresis loop in the control action. This is illustrated in Figure 12.43. The dead band is

centered around zero error, and the action of the controller depends on the magnitude of the error.

Here the error is defined as

e ¼ Tsetpoint � T room

Recall that we are considering a furnace thermostat under winter conditions. As the room

temperature falls relative to the set point, the error becomes a larger positive number. When the error

reaches the value corresponding to ‘‘Furnace ON’’ in Figure 12.43, the furnace begins to add heat to

the conditioned space. Room temperature begins to rise and the error decreases towards zero. The

furnace remains on until the room temperature reaches a predetermined value that is greater than the

set point. Here the error is negative. At this temperature, the furnace is turned off and room

temperature begins once again to decrease. Because of the dead band in the controller, no further

control action occurs until the error reaches the ‘‘Furnace ON’’ error magnitude.

Thermostat

Relay
68 ºF  (20 ºC)

Furnace

Figure 12.42 Components of a thermostatic control for a home furnace.

Deadband

Furnace
ON

Furnace
OFF

Control
action

Zero
error

ON

OFF
Error

Figure 12.43 Control action and

hysteresis loop of a binary on–off

controller with a dead band.
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Many control systems are designed to maintain a specified set point without a dead band;

clearly this is not possible using on–off control. Consider again watering a lawn. Suppose that due to

varying water pressure the lawn was being watered nonuniformly. We might choose to control both

the water flow rate and the total water flow applied to the lawn. A scheme for accomplishing this is

shown in Figure 12.44. The key components of the control system are a flow meter, the controller,

and an actuator that can control the position of a gate valve. Here a desired flow rate is set, say, to 2

gallons per minute. The task of the controller is to vary the position of the gate valve in order to

maintain the flow rate at the set point.

Dynamic Response

As another example of closed-loop control, consider the cruise-control system on an automobile.

Once a desired speed is set, the system varies the throttle position to ensure that the set point is

maintained. Another issue in the analysis and design of control systems lies in the dynamic response

of the physical process, the controller, and the actuators. An automobile does not respond

instantaneously to changes in the throttle position and time is required for a stepper motor to

change the position of a valve. The complexities of the combined responses of the physical and

control systems, especially in the presence of disturbances, are the subject of the remainder of this

section.

Laplace Transforms

In Chapter 3, we used Laplace transforms to model the response of simple systems. Now let us apply

Laplace transforms to understand how control systems function. The fundamental basis of the

application of Laplace transforms to control systems is the solution of a mathematically well-posed

initial value problem.

Consider an initial-value problem (here time is the independent variable) that is described by an

ordinary differential equation. If we apply the Laplace transform to a differential equation, we

convert the differential equation to an algebraic equation. For partial differential equations in time

and one spatial variable, the Laplace transform converts the partial differential equation into an

ordinary differential equation in the space variable. Appendix C reviews the application of Laplace

transforms and provides a table of Laplace transform pairs.

We illustrate the application of the Laplace transform through solution of first-order and

second-order differential equations, which are important for control systems.

Flow meter

Controller

Gate valve

Control action

Water source

Figure 12.44 Flow rate

control system.
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Example 12.3

Consider the response of a first-order system to a unit step input forcing function, which we have

previously modeled by Equation 3.4. The governing equation is

t _yþ y ¼ Us tð Þ ð12:25Þ
Applying the Laplace transform (Table C.1 can be used as a reference) yields

tsY sð Þ � y 0ð Þ þ Y sð Þ ¼ 1

s
ð12:26Þ

where we have employed the property of the Laplace transform that

L t
dy tð Þ
dt

� 	
¼ tL dy tð Þ

dt

� 	
The process of solving the differential equation involves the following steps:

1. Apply the Laplace transform to the governing differential equation, in this case

Equation 12.25.

2. Solve the resulting equation for Y sð Þ, Equation 12.26.

3. Employ the table of Laplace transform pairs, (e.g., Table C.1), to determine y tð Þ.
We assume that y 0ð Þ ¼ 0. Solving Equation 12.26 for Y sð Þ yields

Y sð Þ ¼ 1

s tsþ 1ð Þ ð12:27Þ

An important tool for the inversion of Laplace transforms is partial fractions. To accomplish the

inversion of Equation 12.27, we start from the assumption

1

s tsþ 1ð Þ ¼
A

s
þ B

tsþ 1ð Þ ð12:28Þ

Next we find a common denominator for the right-hand side of Equation 12.28:

1

s tsþ 1ð Þ ¼
A tsþ 1ð Þ
s tsþ 1ð Þ þ

Bs

s tsþ 1ð Þ
In this form we see that

1 ¼ A tsþ 1ð Þ þ Bs

Equating powers of s yields

1 ¼ A

0 ¼ Atþ B ) B ¼ �t

We can now express Y(s) as

Y sð Þ ¼ 1

s
þ �t

tsþ 1ð Þ ¼
1

s
þ �1

sþ 1
t= Þð ð12:29Þ

We find that (e.g., from transform pairs 1 and 5 in Table C.1)

y tð Þ ¼ 1 � e�t=t ð12:30Þ
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With the appropriate initial condition and steady-state output value, this can be written as

Equation 3.6:

G tð Þ ¼ y tð Þ � y1
y0 � y1

¼ e�t=t

where t is the time constant for a first-order system and G(t) is the error fraction

Example 12.4

Employing Laplace transforms, determine the solution of the second-order, ordinary linear

differential equation,

y00 þ 4 y0 � 5y ¼ 0 ð12:31Þ
with the initial conditions

y 0ð Þ ¼ �1

y 0 0ð Þ ¼ 4

SOLUTION We recall that

L y nð Þ
h i

¼ snL y½ � � sn�1y 0ð Þ � sn�2y0 0ð Þ � . . .� y n�1ð Þ 0ð Þ
If we apply this relationship to Equation 12.31, we find that the Laplace transform is

s2Y sð Þ � sy 0ð Þ � y0 0ð Þ þ 4 sY sð Þ � y 0ð Þ½ � � 5Y sð Þ ¼ 0

Substituting the initial conditions yields

s2Y sð Þ � s� 4 þ 4 sY sð Þ þ 1½ � � 5Y sð Þ ¼ 0

Solving for Y sð Þ yields

Y sð Þ ¼ �s

s2 þ 4s� 5
ð12:32Þ

Now we are faced with the task of determining the inverse Laplace transform of this expression.

Factoring the denominator yields

Y sð Þ ¼ �s

sþ 5ð Þ s� 1ð Þ ð12:33Þ

Applying partial fractions allows Equation 12.33 to be expressed

�s

sþ 5ð Þ s� 1ð Þ ¼
�5=6
sþ 5

þ
�1=6
s� 1

ð12:34Þ

Finding the inverse Laplace transform (e.g., from Table C.1) provides the solution for Equation

12.34 as

y tð Þ ¼ � 5

6
e�5t � 1

6
et ð12:35Þ
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Block Diagrams

A very useful representation of feedback control systems is accomplished using block diagrams. We

first describe the basic elements of a block diagram.

Operational Blocks

An operational block performs a defined operation on a signal. Consider a public-address system

consisting of a microphone, an amplifier, and speakers. Figure 12.45 provides a single-input, single-

output block representing the amplifier. An ideal amplifier would follow exactly the waveform of the

input signal from the microphone, and simply multiply the voltage signal by a constant value, k. This

constant value represents a gain and so it is called a gain block.

In Figure 12.46 a gain block is shown that supplies a reference voltage signal based on a

temperature set point. In most practical applications, signals are transmitted in control systems as

voltage or current. The gain represented in Figure 12.46 would have units of volts/	C. We note that a

pure linear gain is equivalent to the static sensitivity of a zero-order system.

An important type of block used to represent a control system is a comparator. Figure 12.47

illustrates the operation of a comparator. Two voltage signals are either added or subtracted by the

comparator. Figure 12.47 uses a furnace thermostat as an example. The signals represent the desired

temperature set point and the measured temperature, in terms of voltages. The difference in these

two values represents the error in the temperature value, the difference between the measured and

set-point values.

We can now construct a block diagram of the thermostat for the home furnace described in

Figures 12.41 and 12.42. Figure 12.48 shows the block diagram of the controller, the furnace, and

the house. Together the furnace and the house are usually referred to as the plant or the process.

The detailed design of a control system requires that we consider the time-dependent behavior

of both the controller and the process. We propose a process and derive the governing equation

for the process. Then a controller is implemented and the dynamic response of the system to a

κ

Voltage signal
from microphone

Voltage signal
to speakers

Figure 12.45 Single-input, single-output

amplifier block.

κ

Temperature
set point ( C)

Voltage signal
proportional to

the temperature
set point

Figure 12.46 Temperature-input, voltage-output

amplifier block.

Error

Voltage signal
proportional to
the temperature

set point

Voltage signal
proportional to
the measured
temperature

–

+

Figure 12.47 Comparator.
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step-change in the set point is derived. A key point in this model is the use of a stationary operating

set point.

Model for Oven Control

Plant Model

The system we wish to control is illustrated in Figure 12.49. An oven is maintained at a temperature

above the ambient temperature by power input _P from an electric heater. The controller is

implemented to maintain a desired oven temperature.

A first law analysis of the oven at steady-state conditions yields

_P ¼ _Qloss

The energy loss from the oven _Qloss may be expressed in terms of the oven temperature, T, the

ambient temperature, T1, the surface area, As, and an overall loss coefficient, U, as

_Qloss ¼ UAs T � T1ð Þ ð12:36Þ
Consider a steady-state operating point for the oven, designated by the subscript ‘‘o.’’ At steady state

the power supplied by the heater is exactly balanced by the energy lost to the ambient,

_Po ¼ UAs To � T1ð Þ ð12:37Þ
To aid in the mathematical analysis, we define a new temperature variable as

u ¼ T � T1 ð12:38Þ

Sensor (inside) temperature

Comparator

On-off control
output

+

–

Logic
element

Set point
temperature

Furnace Heat

Outside
temperature

Figure 12.48 Block diagram representation of a furnace thermostat.

Qloss

T

P Figure 12.49 Energy flows for an oven.
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so that Equation 12.37 can be expressed as

_Po ¼ UAsuo ð12:39Þ
The first law for the oven for a transient condition, one where the power input is changed, is

_P� UAsu ¼ mc
du

dt
ð12:40Þ

where m is the mass of the oven and c is the average specific heat. This product represents the total

heat capacity of the oven. Equation 12.40 now provides the governing equation for the plant in this

example.

Controller Model

We now wish to implement a controller. The first controller we implement is termed a proportional

controller and is illustrated in Figure 12.50. The error between the set point temperature and the

actual temperature of the oven is multiplied by a constant value to determine the power input to the

heater. A block diagram of the controller and plant combined system is shown in Figure 12.51; two

proportional gains are shown in this figure to emphasize that the error signal will most likely be a

voltage.

The governing equation for the temperature of the oven may be expressed

mc

UAs þ kpkm

 � du

dt
þ u ¼ kpkm

UAs þ kpkm

 � uset ð12:41Þ

By comparison with Equation 3.4,

t _yþ y ¼ KF tð Þ

eθset

θset

– θ

θ

+

–

κm

Figure 12.50 Proportional Control.

Qloss

eθset

θset

– θ

θ

θ

P+

–

κm κp

Figure 12.51 Proportional Control of an oven.
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it is clear that this represents the response of a first-order system having a time constant of

t ¼ mc

UAs þ kpkm

 � ð12:42Þ

The analysis for this step change is best accomplished by using Laplace transforms.

Laplace Transform Analysis

Taking the Laplace transform of Equation 12.41 yields

mc

UAs þ kpkm

 � sQ sð Þ þQ sð Þ ¼ kpkmQset sð Þ

UAs þ kpkm

 � ð12:43Þ

which is of the form

ðtsþ 1ÞQ sð Þ ¼ KFðsÞ
Solving Equation 12.43 for the ratioQ sð Þ=Qset sð Þ yields

Q sð Þ
Qset sð Þ ¼

kpkm

UAs þ kpkm

 �

mc

UAs þ kpkm
sþ 1

� 	 ¼ KGðsÞ ð12:44Þ

For convenience, define

C1 ¼ mc

UAs þ kpkm

C2 ¼ kpkm

UAs þ kpkm

ð12:45Þ

With these definitions, Equation 12.44 becomes

Q sð Þ
Qset sð Þ ¼

C2

C1sþ 1½ � ¼ GðsÞ ð12:46Þ

Equation 12.46 represents the transfer function, GðsÞ, for the system consisting of the oven and the

proportional controller. For the linear system consisting of the oven and controller, the transfer function

represents the ratio of the Laplace transforms of the output to the input assuming a zero initial condition.

Step Response

Suppose we consider the startup of the furnace, with an initial temperature equal to the ambient, or

u ¼ 0. From this condition we impose a value of usetthat is larger than the ambient temperature, say

u1; this represents a step-change input that is expressed in Laplace transform space as

Qset sð Þ ¼ u1

s
ð12:47Þ

The transform of the governing differential equation becomes

Q sð Þ ¼ u1C2

s C1sþ 1½ � ð12:48Þ
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Employing partial fractions yields

Q sð Þ ¼ u1C2

1

s
� 1

sþ 1=C1

� 	
ð12:49Þ

From Table C.1 we can determine the time-domain solution corresponding to this Laplace transform

as

u tð Þ ¼ u1C2 1 � e
�t=C1

h i
ð12:50Þ

Recall that we have assumed u 0ð Þ ¼ 0. In the limit as t ! 1

u tð Þ ¼ u1C2 ¼ kpkmu1

UAs þ kpkm

For a step change input, we have found that u tð Þ 6¼ u1 unless
kpkm

UAs þ kpkm
¼ 1. This will not in

general be the case. Thus we find that a proportional controller, in general, is characterized by a

nonzero steady-state error.

Example 12.5

Consider the proportional control of an oven that has a total mass of 20 kg, with an average specific

heat of 800 J/kg-K. The oven is initially at room temperature. A step input is supplied to the

controller, changing the set-point temperature to 100	C above the ambient. Plot the temperature of

the oven and the power supplied to the oven as a function of time, and determine the steady-state

error if the values of the gains in the system are km ¼ 20 and kp ¼ 12.

SOLUTION Equation 12.50 provides the solution for oven temperature as a function of time,

for the case where there is a step change in the set-point temperature. By examining Figure 12.51, we

see that our controller provides a power to the oven given by

kpkm u1 � uð Þ
The temperature response and the supplied power are provided in Figure 12.52.
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COMMENT The values of the gains in this problem are directly tied to the power required

for the oven. The physical arrangement of heaters and the required electrical service are

a strong consideration in a practical implementation of this conceptual design. The effect of

the controller gains and the system parameters can be further explored using the program file

First Order PID.vi.

Proportional-Integral (PI) Control

The steady-state error that exists for a proportional controller is not acceptable in many applications.

Adding a control signal that is proportional to the time integral of the error improves the performance

of the proportional controller. Let’s first examine the behavior of a pure integral controller.

Integral Control

Figure 12.53 provides a block diagram in the Laplace transform domain for an integral controller

applied to control the temperature of our oven. In the time domain, this results in

_P tð Þ ¼ kI

Z t

0

e tð Þdtþ _P 0ð Þ ð12:51Þ

We immediately see that as long as the error remains finite and positive, the power will continue to

increase. Clearly a pure integral controller would have very limited application.

Proportional-Integral (PI) Control

Suppose the actions of the proportional and integral controllers are combined, as shown in

Figure 12.54. In Laplace transform space this may be expressed

P sð Þ ¼ kpkmE sð Þ þ kIkm
s

E sð Þ ¼ kpkm þ kIkm
s

h i
E sð Þ ð12:52Þ

Expressed in terms of the set point, the closed loop transfer function is

Q sð Þ
Qset sð Þ ¼

km kp þ kI
s

� 
 C2

C1sþ 1

� �

1 þ km kp þ kI
s

� 
 C2

C1sþ 1

� � ð12:53Þ

Clearing fractions yields a form of the transfer function that allows the inverse transform to be

determined,

Q sð Þ
Qset sð Þ ¼

km kpsþ kI
� �

C2

C1s2 þ s 1 þ C2kmkp
� �þ C2kmkI

ð12:54Þ

+
–

Plant

Oven temperature

ErrorSet point κI

s

Figure 12.53 Block diagram for an integral controller.

12.4 Controls 551



E1C12 09/14/2010 13:54:15 Page 552

Once again we impose a step change in the set-point temperature so that Qset sð Þ ¼ u1

s
, and

Q sð Þ ¼ u1 km kpsþ kI
� �

C2


 �
s C1s2 þ s 1 þ C2kmkp

� �þ C2kmkI

 � ð12:55Þ

Employing the final value theorem, we multiply by s and take the limit as s ! 0

lim
s!0 Q sð Þ ¼ lim

s!0
s km kpsþ kI

� �
C2


 �
u1

s C1s2 þ s 1 þ C2kmkp
� �þ C2kmkI


 � ¼ C2kmkI
C2kmkI

u1 ¼ u1 ð12:56Þ

Clearly, the steady-state error for this PI controller is zero. This is a general result for PI control.

Time Response

The time response of this system to a step-change input could be determined by finding the inverse

Laplace transform of Equation 12.57:

Q sð Þ
Qset sð Þ ¼

km kpsþ kI
� �

C2

C1s2 þ s 1 þ C2kmkp
� �þ C2kmkI

ð12:57Þ

However, by comparison with the Laplace transform of the governing differential equation for a

second-order system, as provided in Equation 3.13, Palm (7) shows that

B ¼ 1 þ C2kmkp

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C1C2kmkI

p ð12:58Þ

and that for B < 1 the equivalent time constant is

t ¼ 2C1

1 þ C2kmkp
ð12:59Þ

The behavior of the oven-controller system can be further explored using the program file First

Order PID.vi.

Qloss

EΘset

Θset

– Θ

Θ

Θ

P+

–

κm
κI

s

Figure 12.54 Block diagram for PI control of an oven.
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Proportional Integral-Derivative Control of a Second-Order System

Consider a spring-mass-damper system such as the one described in Figure 3.3. The governing

equation describing the position of the mass as a function of time for a given forcing function

f(t) is

1

v2
n

d2y

dt2
þ 2z

vn

dy

dt
þ y ¼ f ðtÞ ð12:60Þ

This system and the governing equation serve as a model to demonstrate the properties of

proportional integral-derivative (PID) control when applied to a second-order system.

The goal is to apply a step change in input to the system, and have the mass move to the new

equilibrium position; in other words, the ideal response of the system would be a step-change. Our

first objective is to review the response of the second-order system without a controller in place. The

behavior of the system is examined in two examples.

Example 12.6

A spring-mass-damper system has mass of 2 kg, a spring constant of 7900 N/m, and a damping

coefficient of 176 kg/s. Plot the open loop time response of this system to a step-change input in

force.

ASSUMPTIONS The initial conditions for velocity,
dy

dt
, and position, y, are zero.

SOLUTION Although, the solution to this example could be determined from the results in

Chapter 3, we will determine the response using Laplace transforms. Taking the Laplace transform

of Equation 12.60 yields

1

v2
n

s2Y sð Þ þ 2z

vn

sY sð Þ þ Y sð Þ ¼ KF sð Þ ð12:61Þ

For the mass, spring constant, and damping ratio given in the problem statement, we compute

the natural frequency and damping ratio as

vn ¼
ffiffiffiffi
k

m

r
¼

ffiffiffiffiffiffiffiffiffiffi
7900

2

r
¼ 62:85 rad=s and z ¼ c

2
ffiffiffiffiffiffiffi
km

p ¼ 176

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
7900 � 2

p ¼ 0:7

The open-loop transfer function defines the dynamic response of the system, and is defined as

Y sð Þ
KF sð Þ ¼

1

1

v2
n

s2 þ 2z

vn

sþ 1

2
664

3
775 ¼ 1

1

3950
s2 þ 0:02235sþ 1

2
64

3
75 ð12:62Þ

whereK is one for the present case. Options exist for calculating and plotting the open-loop response

of this system. The program file Second order PID.vi can be used. Figure 12.55 shows the response

of this system to a step input; the output has been normalized so that the displacement, as

characterized by the amplitude, is from 0 to 1.
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Example 12.7

Consider the second-order system described in Example 12.6. Plot the open loop response of the

system to a step-change in input for damping ratios of 0.3 and 1.3.

SOLUTION Figures 12.56 and 12.57 show the response of the system to a step-change input

for values of the damping coefficient of 0.3 and 1.3, respectively. By comparing Figures 12.55

through 12.57, we can learn some important characteristics of second-order systems. Suppose our

goal is to have the system respond quickly to the input, but without oscillation and without

exceeding the equilibrium value excessively. Let’s characterize the response of the system having a

damping ratio of 1.3 as being comparatively slow. This system requires 0.2 s to approach the

equilibrium value of 1. The system having a damping coefficient of 0.3 first reaches 1 in a time less

than 0.05 s, but there is both overshoot and oscillations. The system having a damping ratio of 0.7

has no oscillations, and minimal overshoot. The system with z ¼ 0:3 has a shorter rise time but

longer settling time that with z ¼ 0:7.
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Figure 12.55 Second-order system response to a

step-change input with a damping ratio of 0.7.

Other parameters are described in Example 12.6.
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Figure 12.56 Second-order system response to

a step-change input with a damping ratio of

0.3. Other parameters are described in

Example 12.7.
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In the previous example, the response for a damping ratio of 0.7 appears to be the most likely

candidate to meet our needs. But can we improve the situation by implementing a controller?

Proportional Control

Consider the application of a proportional controller to the second-order system described in

Example 12.7 for the case where the damping coefficient is 0.3. The block diagram for the control

system is shown in Figure 12.58.

The transfer function for this system when the damping ratio is 0.3 is

Y sð Þ
KF sð Þ ¼

kp
1

v2
n

s2 þ 2z

vn

sþ 1

2
664

3
775 ¼ kp

1

3950
s2 þ 0:02235sþ 1

2
64

3
75 ð12:63Þ

We implement a proportional controller having a proportional gain of 10, and examine the

step response of the system. Figure 12.59 shows the resulting response of the system. Clearly, we

have not eliminated the overshoot and oscillations in this system. On the other hand, if we

implement the same controller for the system having a damping ratio of 1.3, the response is shown

in Figure 12.60. Here the proportional controller is helpful for the performance of the system. Let’s

explore whether a more sophisticated control scheme improves the response of the system having a

damping ratio of 0.3.
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Figure 12.57 Second-order system response to

a step-change input with a damping ratio of 1.3.

Other parameters are described in Example 12.7.
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Figure 12.58 Block diagram for proportional control

of a second-order plant.
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Proportional Integral-Derivative Control

A block diagram representing a PID control for our spring-mass-damper system is shown in Figure

12.61. The transfer function for this system is

Y sð Þ
KF sð Þ ¼

kDs
2 þ kpsþ kI

1

v2
n

s3 þ 2z

vn

þ kD

� �
s2 þ kpsþ kI

2
664

3
775 ð12:64Þ
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Figure 12.59 Response of a second-order

system with a proportional controller

having a gain of 10. The system has a

damping ratio of 0.3 and the other

parameters as described in Example 12.6.
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Figure 12.60 Proportional control of

second-order system with a controller

gain of 10, with damping 1.3.
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Figure 12.61 Block diagram for proportional

integral-derivative (PID) control of a second-

order system.
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Recall that taking a derivative in time space is multiplying by s in Laplace transform space, and

integrating in time space is dividing by s in Laplace transform space. The choice of gains for the

control actions, kp; kI ; and kD, is a challenging task and one for which much theory has been

established (7). However, for our purposes we only wish to demonstrate the possible improvement in

the system performance.

We select gains for the controllers of unity and just test the performance. For our second-order

system having a damping ratio of 0.3, the result is shown in Figure 12.62. We compare this figure

with Figures 12.55 and 12.57 and clearly see that this control scheme has improved the performance

of the system. The system behavior with a variety of parameters and control gains can be explored

using the program file Second order PID.vi. Although there are interactions among the proportional,

integral, and derivative actions in a PID controller, the basic trends with increasing gain are provided

in Table 12.4

12.5 SUMMARY

The integration of mechanical and electrical systems with advanced electronics is increasingly required

for the design of systems as complex as an aircraft or as simple as a coffee maker that grinds beans and

makes coffee at a set time each morning. Mechatronic systems require sensors, actuators, and control

schemes to function as an integrated system. This chapter presented the operating principles and designs

of those sensors used most often for linear and rotary displacement in mechatronic systems. ‘‘Actuators’’

is a term that represents a broad range of mechanical, electrical, pneumatic, and hydraulic devices

designed to create motion. Selection of an actuator should be done through a system integration

approach, so that the sensors and control scheme are appropriate for the actuator chosen.
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Figure 12.62 Response of a second-order

system having a damping ratio of 0.3 when

subject to PID control.

Table 12.4 Effect of Increasing Gain on Rise Time, Overshoot, and

Steady-State Error for a PID Controller

Control Action Rise Time Overshoot Steady-State Error

Proportional

%

%

%

Integral

%

% Eliminate

Derivative
%
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We have provided an introduction to block-diagram representation of dynamic systems based

on Laplace transforms, and have provided a review of the application of Laplace transforms to the

solution of ordinary, linear differential equations. A discussion of open- and closed-loop control

methods provided examples of proportional, proportional-integral, and proportional-integral-

derivative control.

NOMENCLATURE

a acceleration (l t�2)

c damping coefficient (m t�1)

cc critical damping coefficient (m t�1)

g acceleration of gravity (l t�2)

k spring constant (m t�2)

m mass (m)

p pressure (m l�1t�2)

r radius, vector (l )

t time (t)

dt time interval for data sampling (t)

u uncertainty

v linear velocity (l t�1)

y displacement (l )

yhs displacement of housing, seismic instrument (l )

ym displacement of seismic mass (l )

yr relative displacement between seismic mass

and housing in a seismic instrument (l )

dy deflection (l )

A amplitude

B magnetic field strength (m C�1t�1)

Cv discharge coefficient

Dc coil diameter for magnetic pickup (l )

Ei input voltage (V )

Eo output voltage (V )

F force, vector (m l t�2)

J polar moment of inertia (l 4)

L length (l )

M magnitude ratio

M moment, vector (m l 2t�2)

P power (m l 2t)

Q volumetric flow rate (l 3t�1)

Ro outer radius (l )

T temperature (	)

T torque (m l 2t�2)

8 volume (l 3)

z damping ratio

t time constant (t)

tmax maximum shearing stress (m t 2l�1)

f phase angle

k controller gain

v rotational speed (t�1)

vn natural frequency (t�1)
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PROBLEMS

12.1 Consider a linear potentiometer as shown in Figure 12.1. The potentiometer consists of 0.1-mm

copper wire (re ¼ 1:7 � 10�8 V-m) wrapped around a core to form a total resistance of 1 kV. The

sliding contact surface area is very small.

a. Estimate the range of displacement that could be measured with this potentiometer for a 1.5-cm core.

b. The circuit shown in Figure 12.63 is used to record position. On a single plot, show the loading error in an

indicated displacement as a function of displacement, over the range found in (a), for values of the meter

resistance, Rm, of 1, 10, and 100 kW. For practical meters, would the loading error be significant?

12.2 Mechatronic applications for linear displacement sensors are numerous. Select a particular

application and develop specifications that would be required for a linear displacement sensor.

Possible applications include automotive seat position, pick-and-place operations, and throttle

position sensors.

12.3 Compare and contrast wire-wound and conductive-plastic potentiometers. Are there advantages and

disadvantages for either linear or rotary applications?

12.4 Compare and contrast the use of an LVDTand a resistance-based potentiometer for position measurement.

12.5 A seismic instrument, as shown in Figure 12.7, is used to measure a vibration given by

y tð Þ ¼ 0:2cos10tþ 0:3cos20t

where

y¼ displacement in in.

t¼ time in s

The seismic instrument is to have a damping ratio of 0.7 and a spring constant of 1.2 lb/ft.

a. Select a combination of seismic mass and damping coefficient to yield less than a 10% amplitude

error in measuring the input signal. Under what conditions would the output signal experience

significant distortion?

b. Plot and describe the phase response of the system, either in a plot or tabular form.

12.6 A seismic instrument is to measure motion given by

y tð Þ ¼ 0:5cos15tþ 0:8cos30t

d
Core

Winding

Wiper

Adjustable
position

Ei L

Rm Eoy

Figure 12.63 Circuit for Problem 12.1.
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where

y¼ displacement in cm

t¼ time in s

The seismic instrument is to have a damping ratio of 0.7.

a. Select a combination of seismic mass, spring constant, and damping coefficient to yield less than a

6% amplitude error in measuring the input signal. Under what conditions would the output signal

experience significant distortion?

b. Plot and describe the phase response of the system, either in a plot or tabular form.

12.7 A seismic instrument has a natural frequency of 20 Hz and a damping ratio of 0.65. Determine the

maximum input frequency for a vibration such that the amplitude error in the indicated displacement

is less than 5%.

12.8 A seismic instrument consists of a housing and a seismic mass. To measure vibration, the seismic

mass should remain stationary in an absolute frame of reference. To measure acceleration, the

magnitude ratio should be unity. Explain in detail the requirements for mass, spring constant, and

damping ratio to satisfy these requirements.

12.9 A seismic instrument consists of a housing and a seismic mass. To measure vibration, the seismic

mass should remain stationary in an absolute frame of reference. To measure acceleration, the

magnitude ratio should be unity. Using Labview, develop a model of the seismic instrument for both

vibration and acceleration measurement.

12.10 Determine the bandwidth for a seismic instrument employed as an accelerometer having a seismic

mass of 0.2 g and a spring constant of 20,000 N/m, with very low damping. Discuss the advantages

of a high natural frequency and a low damping ratio. Piezoelectric sensors are well suited for the

construction of accelerometers, since they possess these characteristics.

12.11 In Example 12.2, integration is identified as a method for reducing the effects of noise in a signal.

Discuss how a moving average can be used to reduce the effects of noise in a velocity measurement,

through the integration of an acceleration signal. Discuss the effects of averaging time on the

elimination of noise. Assume that the noise has significant amplitude, but higher frequency content

than the velocity being measured.

12.12 Consider a moving coil transducer having a coil diameter Dc of 0.8 cm and a coil length of 2 cm. The

nominal range of velocities to be measured is from 1 to 10 cm/s. The resulting emf is measured by a

PC-based data acquisition system with an 8-bit A/D converter and a range of �1 to 1 V. The

accuracy is 0.1% full-scale. Plot the number of turns as a function of magnetic field strength to

provide an accuracy of 1% in the resulting velocity measurement.

12.13 Consider measuring a rotational speed using a stroboscope. The rotational speed is higher than the

flash rate of the stroboscope. The stroboscope is observed to synchronize at 10,000, 18,000, and

22,000 flashes/s. Determine the rotational speed.

12.14 Research the state-of-the art specifications for load cells designed to measure the smallest possible

forces. What applications exist for such precise measurements of small forces?

12.15 Design a proving ring load cell appropriate to serve as a laboratory calibration standard in the range

of 250 to 1000 N. The proving ring material is steel.

12.16 Power transmitted through the drive shaft of a car results in a rotational speed of 1800 rpm with a

power transmission of 40 horsepower. Determine the torque that the driveshaft must support.

12.17 Discuss the importance of a dynamometer for automotive emissions testing.

12.18 Research applications for linear actuators. For each application that you identify suggest the most

appropriate linear actuator. Why was the actuator chosen for the particular application? For many

applications, a choice is made to convert rotary motion to linear motion.
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12.19 Pneumatic actuators span a very large range of size and force. Research the range of commercially

available pneumatic cylinders.

12.20 Estimate the flow coefficient for a flow control valve if the rating corresponds to 32 SCFM (0.906

SCMM) with a Dp¼ 10 psi (0.69 bar). The test is conducted using air with a line pressure of 100 psi

(6.7 bar), T¼ 68	F (20	C), and a relative humidity of 36% at the supply port. What is the pressure at

the exhaust port? Base your answer on standard conditions.

12.21 A low profile three-port control valve with 6-mm port diameters has an F value of 0.82 ms/cc and a

lag time of 8 ms to pressurize through ports P to A. The exhaust path through ports T to A has an F

value of 0.70 ms/cc with an 8 ms lag time. The valve is connected to a 500 mL vessel. Supply

pressure is 1 bar; exhaust pressure is 0 bar. Estimate the time needed to pressurize this vessel to 0.9

bar. Estimate the time to exhaust this vessel to 0.1 bar.

12.22 Research the design of a totalizing flow meter, with particular emphasis on the meters used to

generate water bills.

12.23 The companion software includes a program stroboscope.vi that models the behavior of a stroboscope.

a. Set the bar rotation frequency to 40 rps, and then set the strobe frequency to 20 and 40 Hz. Explain

your results.

b. Set the bar rotation frequency to 100 rps. Using f 1 ¼ 50 Hz and f N ¼ 10 Hz, apply Equation 12.15

to show that we can measure rotation frequencies larger than the maximum frequency of the

stroboscope. Be careful to find all N of the synchronous frequencies.

12.24 Describe the operating principle of a thermostat for residential applications, and the design of a

bimetallic sensor for measuring the temperature. How is a dead-band created in such an instrument?

12.25 Show that a proportional controller has a steady-state error. How would you quantify the steady-

state error for a controller and a first-order system?

12.26 Using First order PID.vi, develop a model of the oven described in Example 12.5 coupled with a PI

controller. Vary the proportional and integral gains and discuss the resulting behavior of this first-

order system.

12.27 Using Second order PID.vi, develop a model for PID control of the oven described in Example 12.5. Vary

the gains and discuss the resulting behavior of the system. Quantify the power input required to achieve a

given response.

12.28 Consider the block diagram for an automotive speed control system shown in Figure 12.64.

a. Find the transfer function from V(s) to Y(s), where V is the desired speed and Y is the actual speed.

b. Assume that the desired speed is a constant, and in Laplace space is vo=s. Determine values of the

gains such that

t!1lim yðtÞ ¼ vo

V (s) ∑ A
s + a

Y (s)κv κp

κy

Figure 12.64 Block diagram for an automotive speed control.
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Appendix A

A Guide For Technical Writing

A technical report is the most common way to communicate and to archive engineering test results. Depending on the
intended audience, papers usually take on one of three formats, with wording and purpose directed towards that
audience: (1) Executive (or Extended) summary, (2) Laboratory report, (3) Technical report. All reports share a
common theme:Background -Whydid you do the test, Approach -Howdid you do the test, Results -Whatdid you find,
and Conclusions - So what do we now know. The reports differ in purpose, and consequently, in length and detail.

The executive summary is intended typically either for upper level management who will plan decisions
around the input from the report or to communicate to the engineering community a synopsis of a study. These
consist of a one- or two-page (under 500 word) brief stating the reasons for the tests conducted (why), the
approach and important results (how), and the conclusions (so what). The document composition is subdivided
into Objectives, Results, and Conclusions although these heading may not be used explicitly. A summary may
include a key figure and/or chart and references, as needed. Because of its brevity and readership, the strategic
use of words and clearly directed and meaningful conclusions are crucial.

A laboratory report is an internal report usually accessed by members of your engineering group. These
reports communicate information in a way that educates the reader and archives useful information. The format
stresses methods and results in detail. These reports should include the reasons for the tests, the pretest
planning, the methods and test conditions used, with an emphasis on the discussion of the results, quality of
results (uncertainty), and conclusions. The document can be subdivided into headings of Objectives, Approach,
Results and Discussion, Conclusion. Related and prior works are clearly referenced. Data in the form of tables
and graphs are cited and discussed within the report. A laboratory report may contain an Abstract as a brief
snapshot of the report contents. Appendices containing supporting information, such as raw data and data
analysis programs, may be attached but must be independent from the main body of the report. Because these
reports document test methods and findings, laboratory reports may become legal evidence to justify device
performance or test outcome should performance or function ever be challenged.

A technical report is used to disseminate new engineering information to a broader technical audience
outside of the immediate work group. Common forms can be found as a technical conference paper or journal
article. They are written at a level and style that is appropriate for the receiving audience. Accordingly, these
reports should include and/or cite sufficient background information so that the reader can understand the purpose
of and the history behind the tests, the hypothesis or question being tested, the manner in which the tests were
analyzed, the discussion of the test result and their implications, and a conclusion. A technical report must present
enough information for the reader to justify the author’s conclusions. Data should be presented only in the form of
well-prepared tables and graphs cited from within the report. The report ends with a concise conclusion.

Each company, agency, or test laboratory has its own format for these reports. However, we provide
suggested guidelines for the preparation of a technical report below. Regardless of format or length, a report
must communicate the purpose and the outcome of a test to the intended audience. Further information
concerning technical reporting may be found in numerous guides for technical writing (1,2).

A.1 A GUIDE FOR TECHNICAL WRITING3

Competent engineers can communicate their ideas in both oral and written formats to both technical and
non-technical audiences. This primer is intended as a brief guide to constructing a technical report
intended for a technical audience. The organization of this section is itself representative of most
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technical reporting formats. The major headings, such as Abstract and Introduction, are typical, but are
not meant to be exclusive.

Abstract

Effective technical communication abilities are important traits for an engineer in a technologically advancing
society. A technical report provides a means to document and to disseminate relevant technical information,
such as test or modeling results. The purpose of this article is both to provide specific procedures and ideas for
generating sound technical reports and to serve as a format example of a technical report. Guidelines for
preparing each section of a report and detailed ideas for presentation of results in plots and tables are provided.
The reader can draw from this outline to prepare a technical report on a chosen subject.

Introduction

In a 2002 report, the U.S. National Academy of Engineering concluded that the majority of Americans ‘‘are not
able to make well-considered decisions . . . about technology (4).’’ Our ability to communicate effectively
with both technical and nontechnical segments of society is essential for addressing the myriads of
technological problems and decisions facing our society. On a more personal level, career advancement in
any profession is largely based on how well a person communicates among peers. The primary form of written
communication used by practicing engineers and engineering managers, as well as researchers, is the technical
report or one of its variations, the executive summary or the laboratory report. Technical codes and standards
would fall into one of these categories, as well. Collectively speaking, these communications are directed
toward a technically knowledgeable audience. The purpose of this guide is to provide reasonable ideas and
suggestions for producing clear and concise technical manuscripts.

The following steps may help you prepare an effective document:

1. Always clearly define the question, the question being the objective or the hypothesis tested in the study
described by the report!

2. Your report should flow from what you sought to show and why it is important, to how you tried to
answer it, to what you found, and finally to what those findings mean relative to the question asked.
Start with a detailed outline using this logic flow. Then expand your outline to at least the level where
topics and some sentences have been formulated. The outline will help you avoid making a
chronological or ‘‘stream of consciousness’’ presentation, which is not desirable. This will enable
you to develop the rationale for your question and how you attempted to answer it in a logical manner.

3. Analyze your data, creating meaningful figures and tables. Then, organize your discussion on what this
information shows. In terms of answering your question, which figures and tables are important and
which are not? Use what is important. When deciding on just what to present, keep the particular
audience for whom you are writing in mind.

4. Set your format or headings using the format or style guide for a specific publication, workplace
template, or use this Guide. Organize around those headings.

5. Write a first draft in which you add meaningful sentences to your outline under each heading.

6. Read the draft, then rewrite it for presentation clarity and accuracy. Remember that you are telling a
technical story, so think clarity as from the reader’s point of view. Edit as needed. Proofread the
manuscript. Remember: Your audience cannot read your mind, just your report – put what you want to
say in writing. If possible, have a peer read the draft and ask for effective feedback on clarity and content.

7. Use a typography that is easy to read. If not specified, try a 12-point serif font, such as Times or Arial. Maintain
margins of at least 1.25 inches (32 mm). Number all pages (exception: page one may be left unnumbered).

Approach

The supporting blocks for constructing an effective technical document are the written text, well-prepared
figures, and clear tables, and an organized structure that communicates the story. Present the report from the
standpoint of your current knowledge. You do not need to report on bad data, failed trials, blunders, and so on
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unless these are vital to your conclusions. Instead, take a fresh look at the results and organize the flow of your
document to present the work in an effective way. In most technical documents, figures and tables provide the
substance for the purpose, results, and conclusion of the study and so these should comprise a good bit of your
discussion. The following guidelines for preparing each section of a technical document provide some basics
necessary for sound reporting procedures. Just a note: these sections are not absolutes, just a guide. The
important thing is to communicate effectively.

The Abstract—A Summary of the Entire Report

An Abstract is a complete, concise distillation of the full report. It provides a brief (one sentence) introduction to the
subject, a statement of the problem and question studied, highlights of the results (quantitative, if possible), and the
conclusion. It must stand alonewithout citing figures, tables, or references.A concise, clear approach is essential. It is
usually written after the main body of the report is complete. Most abstracts are rarely exceed 150 words.

Similar in organization but using more like 500 words as a common length, an Executive Summary does
not need an abstract. It may include a critical figure, table, or chart, and references.

The Introduction—Why Did You Do What You Did?

An Introduction provides the necessary background information, including appropriate literature review,
develops for the reader a clear rationale for the work, and clearly states the objective of the report. This is where
you develop and then state the hypothesis or question tested. The Introduction does not contain results, and
generally would not contain equations. It could contain a figure or table as needed to develop the rationale.

Approach – What was done and how?

The Approach section contains the methodology used in the study. This might include separate sections
describing descriptive analytical, experimental and/or numerical models, as appropriate.

Analysis—Is There A Model? An Analysis section develops a descriptive model used in the study.
Sufficient detail (mathematical or otherwise) should be provided for the reader to clearly understand the
physical assumptions associated with a theory or model. This will help explain what information was needed
from any supporting experimental or numerical tests.

Experimental Program—What Did You Measure and How? The Experimental Program section is
intended to describe how the experimental model was developed to support the analysis and so test the
hypothesis, and to detail how the results were obtained. Provide an overview of the approach, test facilities,
verification studies, and range of measurements in just sufficient detail that the reader understands what was
done and how. Do not give instructions, this is not a recipe. If a list of equipment is included in the report, it
should be a table in the body of the report, or cited and placed in an appendix. In cases where both an analysis
and experiment are described, these two sections of the report should complement and support each other. The
relationship of the analysis to the experiment should be clearly stated. Often, the experiment provides the values
used to complete the analysis.

NumericalModel—WhatDidYouSimulate andHow? If a numerical simulationwas performed, it should
be described under a separate heading using the same guidelines as presented for the Experimental Program.

Results and Discussion—So What Did You Find?

Here you present and discuss your test results and tie them back to your original hypothesis. For technical or
laboratory reports, this section will usually be the longest section of the document. Describe the operation
conditions and range of tests done and then present your findings. When presenting your results remember that
even though you are usually writing to an experienced technical audience, what may be clear to you may not be
obvious to the reader. Guide the reader towards your interpretation. Tell the story.
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Data must be interpreted to be useful and this section is where you transform the raw data in your notes into
useful results within the report. For any experimental or numerical study, you should include a synopsis of your
uncertainty analysis culminating in a statement about the quality of the results presented. Often the most
important vehicles for the clear presentation of results are figures and tables. Each figure and table should be
numbered, labeled with a caption, and cited by number within the text. Since you have spent significant time in
preparing the plots and tables and you are intimately familiar with their trends and implications; the reader
needs your insight to understand the results as well as you. As a good rule, spend at least one paragraph
discussing each figure or table.

Figure A.1 shows an example of an appropriately prepared plot. Note that this plot has a figure number
and a descriptive caption, and clearly labeled axes. As an example of what to write: your report might start
with, ‘‘the measured temperature as a function of position within the heated, packed particle bed is shown in
Figure A.1. Two curves are shown, one taken along the centerline (R/R0 ¼ 0.0) and the other along the bed
wall (R/R0 ¼ 1.0). Also shown are the corresponding model predictions. The measured bed temperature is
essentially uniform from the centerline to the wall for X/L > 0.5 but shows spatial gradients elsewhere. Error
bars represent the 95% confidence intervals.’’ Be sure to cite any corresponding equations used. Then the
extended discussion of this figure might focus on the differences in the curves, why they are different, how they
relate to a model or prediction, and assess whether their shape and magnitudes make sense.

The visual impact of a plot conveys considerable information about the relationship between the plotted
dependent and independent variables. Suggestions for creating effective plots:

1. The independent parameter is always plotted on the x axis; the dependent parameter is always plotted
on the y axis.

2. Try to use at least four tics or increments for each axis. Multiples of 1, 2, or 5 are good increments
because they make it easy to interpolate. Watch out for automatic scaling features from software: it is
hard to justify strange increments such as 0, 7, 14.

3. In drawing smooth curves through experimental data points, try to follow these rules:
(a) Show the data points as symbols, such as open or filled squares, circles, or triangles.
(b) Do not extend a curve beyond the ends of the data points. If you need to extrapolate, then use a

dashed line outside the known range. If appropriate, indicate the curve-fit equations.

1.000.900.800.700.600.500.400.300.200.100.00
X/L

S
ol

id
 t

em
pe

ra
tu

re
 [

°F
]

70

90

110

130

(R/R0) = 1.0

(R/R0) = 0.0

150

170

190

Re = 200

PACKBED model

Experimental data

210

230

Figure A.1 Compari-
son of experimentally
measured and com-
puted results for axial
temperature distribu-
tions in a thermal
energy storage bed.

566 Appendix A A Guide for Technical Writing



E1BAPPA 09/10/2010 11:31:17 Page 567

(c) If you are certain that y ¼ 0 when x¼ 0, put the curve through the origin. But if you are uncertain,
don’t use the origin; stop the line at the lowest point (see 3b).

4. Use a minimum variety of symbols for your data. Always include a symbol legend. Consistently use the
same symbols for the same variables between graphs. Pick a symbol font that will be legible.

5. To compare experimentally determined data with model predictions, show the experimental points as
symbols and the model as a smooth curve. Similarly, show numerical predictions as a smooth curve.
Clear labeling is essential for this kind of plot.

6. The figure should contain enough information to stand alone, especially if there’s a chance it will later
be used by itself (e.g., as a slide).

7. Always provide axes quantities with units. Use axes font sizes that are readable.

8. Adjust the graph scales so that the curves are not bunched near the top, bottom, or one of the sides.

9. Uncertainty limits should be indicated for a number of measured points on a given plot using interval
bands about the mean value, as shown in Figure A.1

Table A.1 is an example of results presented in a tabular form. The table has a number and a descriptive
caption. As an example of how to describe a table, your report could start with, ‘‘Table A.1 lists the measured
thermistor voltage output as a function of an applied velocity.’’ The extended discussion of this table might
focus on its range, curve fit, how it relates to a model or prediction and how it is used.

Conclusions—What Do I Now Know and So What?

The Conclusions section is where you should concisely restate your answer to the questions: ‘‘What do I know
now?’’ and ‘‘Why is that important?’’ Your answer must support or refute your hypothesis and provide a useful
closure to the report. In a short summary, restate why the work was done, how it was done and why these results
are significant. This is not the place to offer new facts or discussion. A conclusion will normally have a
quantified outcome. An example might be: ‘‘The temperature measuring system was calibrated against a
laboratory standard RTD. The system was found to indicate the correct temperature over the range of 0 to
150�Cwith nomore than� 0.5 �C uncertainty at 95% confidence. This is acceptable for the intended use in our
product.’’ It would not normally be appropriate to conclude simply, ‘‘The temperature measuring system was
tested and worked well enough.’’ Conclusions should be clear and concise statements of the important findings
of a particular study; most conclusions require some quantitative statement to be useful.

Table A.1 Characteristics of a
Thermistor Anemometer in a
Uniform Flow Field

Velocity [m/s] [V]

0.467 3.137

0.950 3.240

2.13 3.617

3.20 3.811

3.33 3.876

4.25 3.985

5.00 4.141

6.67 4.299

8.33 4.484

10.0 4.635

12.0 4.780
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Appendices

Appendices are places to place non-critical, supplemental or supporting information, such as raw data, lengthy
derivations, or sample programs. Appendices are independent from the report; they are often misused by a new
engineer. Uncertain as to whether or not some information should be in an Appendix? Ask yourself: If I place
this material in the Appendix and the reader did not read the Appendix, would the main body of the report still
be sufficient? It should be!

References

The references cited within a report should be detailed in a formal list at the end of the report. Use references
that provide credit for prior work but also to provide more information for the reader. For example, did the
test program follow an established engineering standard? Then provide a citation so the reader can go to this
standard for reading. If you used an internet webpage or web document, cite the URL and the date used.
References for this document provide an acceptable general format.

Some Writing Tips

1. Communicate! You are telling a story, albeit a highly technical one. Proofread, and then rewrite it!
Have someone else read it, and then rewrite it as needed!

2. Do not overdo significant figures. See the discussion in Chapter 1.

On Writing Style

Engineers often write reports in the third person in deference to impartiality and to focus attention on the subject
matter at hand. The idea is to disassociate the writer from the action and make the equipment/model/test the
‘‘doer of the action (5).’’ This is a notable goal but one that takes time and practice to do effectively. But
achieving this goal does not require extensive use of the passive voice, despite traditional beliefs to the contrary.
Do use the active voice where possible to liven up your report. The occasional impersonal construction in the
first person is fine if it improves readability. Frankly, we find it difficult to write extensively in the third person,
passive voice without the writing coming off as clumsy . . . and long. But choose the style that suits your
writing best. The important thing is to communicate effectively!

Conclusions

Technical authors must be cognizant of coupling the intended audience with the test goals when presenting the
results of their writing. This report has outlined the essential features germane to technical report writing and it serves
as an example of both style and format. We describe the purpose and content for each section of a report. We also pass
along some useful advice drawn from our experience in helping young engineers learn to write technically. We
conclude that an effective, polished, and professional product can be produced only through careful revision of
manuscript, by incorporating effective figures and tables, and by targeting the intended audience.
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Appendix B

Property Data and
Conversion Factors

Table B.1 Properties of Pure Metals and Selected Alloys

Modulus of Coefficient of Thermal Electrical

Density Elasticity Thermal Expansion Conductivity Resistivity

(kg/m3) (GPa) (10�6m/m-K) (W/m-K) (10�6 �-cm)

Pure Metals
Aluminum 2 698.9 62 23.6 247 2.655
Beryllium 1 848 275 11.6 190 4.0
Chromium 7 190 248 6.2 67 13.0
Copper 8 930 125 16.5 398 1.673
Gold 19 302 78 14.2 317.9 2.01
Iron 7 870 208.2 15.0 80 9.7
Lead 11 350 12.4 26.5 33.6 20.6
Magnesium 1 738 40 25.2 418 4.45
Molybdenum 10 220 312 5.0 142 8.0
Nickel 8 902 207 13.3 82.9 6.84
Palladium 12 020 — 11.76 70 10.8
Platinum 21 450 130.2 9.1 71.1 10.6
Rhodium 12 410 293 8.3 150.0 4.51
Silicon 2 330 112.7 5.0 83.68 1 � 105

Silver 10 490 71 19.0 428 1.47
Tin 5 765 41.6 20.0 60 11.0
Titanium 4 507 99.2 8.41 11.4 42.0
Zinc 7 133 74.4 15.0 113 5.9

Alloys
Aluminum
(2024, T6) 2 770 72.4 22.9 151 4.5
Brass (C36000) 8 500 97 20.5 115 6.6
Brass (C86500) 8 300 105 21.6 87 8.3
Bronze (C90700) 8 770 105 18 71 1.5
Constantan
annealed (55%
Cu 45% Ni) 8 920 — — 19 44.1
Steel
(AISI 1010) 7 832 200 12.6 60.2 20
Stainless
Steel (Type 316) 8 238 190 — 14.7 —

Source: Complied from Metals Handbook, 9th ed., American Society for Metals, Metals Park, OH, 1978, and other sources.
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Table B.3 Thermophysical Properties of Saturated Water (Liquid)

T r cp m� 106 k b� 106

(K) (kg/m3) (kJ/kg �K) (N �s/m2) (W/m �K) Pr ðK�1Þ
273.15 1000 4.217 1750 0.569 12.97 �68.05

275.0 1000 4.211 1652 0.574 12.12 �32.74

280 1000 4.198 1422 0.582 10.26 46.04

285 1000 4.189 1225 0.590 8.70 114.1

290 999 4.184 1080 0.598 7.56 174.0

295 998 4.181 959 0.606 6.62 227.5

300 997 4.179 855 0.613 5.83 276.1

305 995 4.178 769 0.620 5.18 320.6

310 993 4.178 695 0.628 4.62 361.9

315 991 4.179 631 0.634 4.16 400.4

320 989 4.180 577 0.640 3.77 436.7

325 987 4.182 528 0.645 3.42 471.2

330 984 4.184 489 0.650 3.15 504.0

335 982 4.186 453 0.656 2.89 535.5

340 979 4.188 420 0.660 2.66 566.0

345 977 4.191 389 0.664 2.46 595.4

350 974 4.195 365 0.668 2.29 624.2

355 971 4.199 343 0.671 2.15 652.3

360 967 4.203 324 0.674 2.02 679.9

365 963 4.209 306 0.677 1.90 707.1

370 961 4.214 289 0.679 1.79 728.7

373.15 958 4.217 279 0.680 1.73 750.1

400 937 4.256 217 0.688 1.34 896

450 890 4.40 152 0.678 0.99

500 831 4.66 118 0.642 0.86

550 756 5.24 97 0.580 0.88

600 649 7.00 81 0.497 1.14

647.3 315 0 45 0.238 1
Formulas for interpolation (T ¼ absolute temperature)

f ðTÞ ¼ Aþ BT þ CT2 þ DT3

Standard

f(T) A B C D Deviation, s

273:15 < T < 373:15 K

r 766.17 1.80396 �3:4589 � 10�3 0.5868

cp 5.6158 �9:0277 � 10�3 14:177 � 10�6 4:142 � 10�3

k �0.4806 5:84704 � 10�3 �0:733188 � 10�5 0:481 � 10�3

273:15 < T < 320 K

m� 106 0:239179 � 106 �2:23748 � 103 7.03318 �7:40993 � 10�3 4:0534 � 10�6

b� 106 �57:2544 � 103 530.421 �1:64882 1:73329 � 10�3 1:1498 � 10�6

320 < T < 373:15 K

m� 106 35:6602 � 103 �272:757 0.707777 �0:618833 � 10�3 1:0194 � 10�6

b� 106 �11:1377 � 103 84.0903 �0:208544 0:183714 � 10�3 1:2651 � 10�6

Source: From Incropera, F. P., and D. P. DeWitt, Fundamentals of Heat and Mass Transfer, Wiley, New York, 1985.
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Table B.4 Thermophysical Properties of Air

T r cp m� 107 v� 106 k � 103 a� 105

[K] [kg/m3] [kJ/kg �K] [N �s/m2] [m2/s] [W/m �K] [m2/s] Pr

200 1.7458 1.007 132.5 7.590 18.1 10.3 0.737

250 1.3947 1.006 159.6 11.44 22.3 15.9 0.720

300 1.1614 1.007 184.6 15.89 26.3 22.5 0.707

350 0.9950 1.009 208.2 20.92 30.0 29.9 0.700

400 0.8711 1.014 230.1 26.41 33.8 38.3 0.690

450 0.7740 1.021 250.7 32.39 37.3 47.2 0.686

500 0.6964 1.030 270.1 38.79 40.7 56.7 0.684

550 0.6329 1.040 288.4 45.57 43.9 66.7 0.683

600 0.5804 1.051 305.8 52.69 46.9 76.9 0.685

650 0.5356 1.063 322.5 60.21 49.7 87.3 0.690

700 0.4975 1.075 338.8 68.10 52.4 98.0 0.695

750 0.4643 1.087 354.6 76.37 54.9 109. 0.702

800 0.4354 1.099 369.8 84.93 57.3 120. 0.709

850 0.4097 1.110 384.3 93.80 59.6 131. 0.716

900 0.3868 1.121 398.1 102.9 62.0 143. 0.720

950 0.3666 1.131 411.3 112.2 64.3 155. 0.723

1000 0.3482 1.141 424.4 121.9 66.7 168. 0.726

Formulas for Interpolation (T = absolute temperature)

r ¼ 348:59

T
ðs ¼ 9 � 104Þ

f ðTÞ ¼ Aþ BT þ CT2 þ DT3

Standard

f(T ) A B C D Deviation, s

cp 1.0507 �3.645 � 10�4 8.388 � 10�7 �3.848 � 10�10 4 � 10�4

m� 107 13.554 0.6738 �3.808 � 10�4 1.183 � 10�7 0.4192 � 10�7

k � 103 �2.450 0.1130 �6.287 � 10�5 1.891 � 10�8 0.1198 � 10�3

a� 108 �11.064 7.04 � 10�2 1.528 � 10�4 �4.476 � 10�8 0.4417 � 10�8

Pr 0.8650 �8.488 � 10�4 1.234 � 10�6 �5.232 � 10�10 1.623 � 10�3

Source: From F. P. Incropera and D. P. DeWitt, Fundamentals of Heat and Mass Transfer. Wiley, New York, 1985.
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Figure B.1 Absolute viscosities of certain gases and liquids. (From Streeter, V. L., and E. B. Wylie, Fluid

Mechanics, 8th ed., McGraw-Hill, New York, 1985.)
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Figure B.2 Kinematic viscosities of certain gases and liquids. The gases are at standard pressure. (From

Streeter, V. L., and E. B. Wylie, Fluid Mechanics, 8th ed., McGraw-Hill, New York, 1985.)
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Appendix C

Laplace Transform Basics

We offer the following primer of Laplace transforms for review purposes to meet the needs of this text.
Extensive treatment of this subject is available elsewhere [1]. The Laplace transform of a function yðtÞ is
defined as

YðsÞ ¼ L½YðtÞ� ¼
ð1

0

yðtÞe�stdt ðC:1Þ

There are many functions that are useful in modeling linear systems that have analytical forms for their
Laplace transforms. Consider the unit step function, defined by

UðtÞ ¼ 0 t < 0

1 t > 0

� �
ðC:2Þ

Applying the definition of the Laplace transform yields

L½UðtÞ� ¼
ð1

0

e�stdt ¼ 1

s
ðC:3Þ

The unit step function and its Laplace transform form a Laplace transform pair. Table C.1 provides a list of
common Laplace transform pairs.

One of the most important properties of the Laplace transform results from the application of the Laplace
transform to a derivative, as

L dyðtÞ
dt

� �
¼ sYðsÞ � yð0Þ ðC:4Þ

Differentiation in the time domain is the same as multiplication in the Laplace transform domain. This
relationship is derived through application of integration by parts of the definition of the Laplace transform,
and can be generalized as

L dnyðtÞ
dtn

� �
¼ snYðsÞ � sn�1yð0Þ � sn�2 dyð0Þ

dt
� � � � � dn�1yð0Þ

dtn�1
ðC:5Þ
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C.1 FINAL VALUE THEOREM

A useful property of the Laplace transform allows us to determine the value of the function yðtÞ knowing only
the Laplace transform of the function. The final value theorem states

lim
t!1 yðtÞ ¼ lim

s!1½sYðsÞ� ðC:6Þ

Let’s apply this to the unit step function

lim
s!0

sYðsÞ ¼ lim
s!0

s
1

s
¼ 1 ðC:7Þ

Clearly this is the correct limit!

C.2 LAPLACE TRANSFORM PAIRS

Table C.1 provides Laplace transform pairs for a variety of important engineering functions. More extensive lists
and methods for more complex transformations may be found in most advanced engineering mathematics texts.

Reference

1. Schiff, J. L., The Laplace Transform: Theory and Applications, Springer, New York, 1999.

Table C.1 Laplace Transform Pairs

f ðtÞ Lðf Þ

1 1
1

s

2 t
1

s2

3 t2
2!

s3

4 tn
n!

snþ1

where n is integer

5 e�at 1

sþ a

6 te�at 1

ðsþ aÞ2

6
e�at � e�bt

b� a

1

ðsþ aÞðsþ bÞ

7 sin at
a

s2 þ a2

8 cos at
s

s2 þ a2
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E1BGLOSS 09/14/2010 11:19:49 Page 578

Glossary

A/D converter A device that converts analog voltages
into a digital numbers.

absolute temperature scale A temperature scale
referenced to the absolute zero of temperature;
equivalent to thermodynamic temperature.

accelerometer An instrument for measuring acceleration.
accuracy The closeness of agreement between the

measured value and the true value.
actual flow rate Flow rate specified under the actual

temperature and pressure conditions of the
measurement. See standard flow rate.

actuator Device that creates a desired linear or rotary
motion; classes generally include electrical,
mechanical, hydraulic or pneumatic.

advanced-stage uncertainty The uncertainty estimate
beyond the design-stage that includes the uncertainty
due to measurement system, measurement procedure,
and measured variable variation.

alias frequency A false frequency appearing in a
discrete data set that is not in the original signal.

amplitude Characteristic of a signal or component
frequency of a signal that expresses a range of time-
dependent magnitude variations.

apparent strain A false output from a strain gauge as a
result of input from extraneous variables such as
temperature.

astable multivibrator Switching circuit that toggles on
or off continuously in response to an applied voltage
command.

band-pass filter A device that allows a range of signal
frequencies to pass unaltered, while frequencies
outside this range, both higher and lower, are
attenuated.

Bessel filter Filter design having a maximally linear
phase response over its passband.

bias An offset value.
bias error See systematic error. Archaic term no longer

used in measurements.
bimetallic thermometer A temperature measuring

device that utilizes differential thermal expansion of
two materials.

bistable multivibrator See flip-flop.
bit The smallest unit in binary representation.
bit number The number of bits used to represent a word

in a digital device.
bonded resistance strain gauge A strain sensor that

exhibits an electrical resistance change indicative of
strain. The sensor is bonded to the test specimen in

such a way that the gauge accurately measures the
strain at the surface of the test specimen.

bridge constant The ratio of the actual bridge voltage to
the output of a single strain gauge sensing the
maximum strain.

buffer Memory set aside to be accessed by a specific
I/O device, such as to temporarily store data.

bus A major computer line used to transmit information.
Butterworth filter Filter design having a maximally

flat magnitude ratio over its passband.
byte A collection of 8 bits.
calibration Act of applying a known input value to a

system so as to observe the system output value.
calibration curve Plot of the input values versus the

output values resulting from a calibration.
central tendency Tendency of data scatter to group

about a central (mean or most expected) value.
charge amplifier Amplifier used to convert a high

impedance charge into a voltage.
circular frequency Frequency specified in radians per

second; angular frequency.
closed-loop control Type of control action that is

based on the output value from a sensor relative to a
set-point.

combined standard uncertainty Uncertainty estimate
that includes both systematic and random standard
uncertainties.

common-mode voltage Voltage difference between two
different ground points. See ground loop.

concomitant method An alternate method to assess a
value of a variable.

conduction error Error in temperature measurement
caused by the diffusion of heat through a temperature
sensor either to or away from the measuring
environment so as to change the sensor temperature.

confidence interval Interval that defines the limits
about a mean value within which the true value is
expected to fall.

confidence level Probability that the true value falls
within the stated confidence interval.

control A means to set and maintain a value during a test.
control parameter Parameter whose value is set during

a test and that has a direct effect on the value of the
measured variable.

conversion error The errors associated with converting
an analog value into a digital number.

conversion time The duration associated with
converting an analog value into a digital number.
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coupled system The combined effect of interconnected
instruments used to form a measurement system.

critical pressure ratio The pressure ratio necessary to
accelerate a fluid to a velocity equal to its speed of sound.

cut-off frequency The 3 dB design point frequency of a
filter.

d’Arsonval movement Device that senses the flow of
current through torque on a current carrying loop; it is
the basis for most analog electrical meters.

D/A converter A device that converts a digital number
into an analog voltage.

damping ratio A measure of system damping-a
measure of a system’s ability to absorb or dissipate
energy.

data acquisition board A device that contains a
minimum of components required for data acquisition;
usually connected to a computer.

data acquisition system A system that quantifies and
stores data.

deflection mode Measuring method that uses signal
energy to cause a deflection in the output indicator. See
loading error.

dependent variable A variable whose value depends on
the value of one or more other variables.

design-stage uncertainty The uncertainty due only to
instrument error and instrument resolution; an
uncertainty value based on the minimum amount of
information that is known at the early stage of test
design.

deterministic signal A signal that is predictable in time
or in space, such as a sine wave or ramp function.

diaphragm meter A type of positive displacement flow
meter that measures gas volume flow rate by
alternately passing isolated but known volumes of the
gas between two chambers.

differential-ended connection Dual-wire connection
scheme that measures the difference between two
signals with no regard to ground.

digital signal Representation of an analog signal that is
quantized in both magnitude and time.

deviation plot Graphical representation of the
difference between a reference and expected value.

direct memory access Transfer protocol that allows a
direct transmission path between a device and
computer memory.

discharge coefficient Coefficient equating the ratio of
actual flow rate across a flow meter to the ideal flow
rate if no losses or flow separation occurred.

discrete random variable Random variable whose
value is not continuous.

distortion Any undesirable change in the shape of a
waveform that occurs during signal conditioning or
measurement.

dispersion The scattering of values of a variable around
a mean value.

disturbance An effect that changes the operating
condition of a control system away from its set-point.
Requires controller action to maintain or re-establish
the set point.

Doppler anemometry Refers to various techniques that
use the Doppler shift to measure velocity.

Doppler flowmeter Flowmeter that uses the Doppler
shift in the frequency of ultrasonic waves passing
through the fluid flow to indicate volume flow rate.

dynamic calibration Process of calibration such that
the input variable is time-varying.

dynamic pressure Difference between the total and
static pressures at any point.

dynamic response Response of a system to a well-
defined sine wave input.

dynamometer Device for measuring shaft power.
earth ground A ground path whose voltage level is

zero.
elastic region An operating range of strain versus load

wherein a material returns to its initial length when the
load is removed.

error Difference between a measured value and its true
(actual) value. In controls, it is the difference between
a sensor value and a set-point.

error fraction A measure of the time-dependent error in
the time response of a first-order system.

expanded uncertainty Uncertainty interval with the
combined effects of random and systematic
uncertainties at a stated confidence level (typically
95%) other than one standard deviation.

electromagnetic flow meter Device that bases fluid
flow rate on the magnitude of the current induced in a
magnetic field caused by the velocity of the fluid
passing through that magnetic field.

end standard Length standard described the distance
between two flat square ends of a bar.

expansion factor Coefficient used to account for
compressibility effects in obstruction flow meters.

extraneous variable A variable that is not or cannot be
controlled during a measurement, but that affects the
measured value.

feedback-control stage Stage of a measurement system
that interprets the measured signal and exerts control
over the process.

firewire A serial method for data transmission between
a computer and peripherals using a thin cable and
based on the IEEE 1394 standard.

first-order system A system characterized as having
time-dependent storage or dissipative ability but
having no inertia.

fixed point temperature Temperatures specified
through a reproducible physical behavior, such as a
melting or boiling point.

flip-flop A switching circuit that toggles either on or off
on command. Also called a bistable multivibrator.
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flow coefficient Product of the discharge coefficient and
the velocity of approach factor; used in a flow meter
calculation.

flow nozzle Flow meter consisting of a gradual concentric
contraction from a larger diameter to a smaller throat
diameter that is inserted into a pipe to create a
measurable pressure drop proportional to flow rate.

Fourier transform Mathematical function that allows a
complex signal to be decomposed into its frequency
components.

frequency bandwidth The range of frequencies in
which the magnitude ratio remains within 3 db of
unity.

frequency response The magnitude ratio and phase
shift of a system as a function of applied input
frequency.

full-scale output (FSO) The arithmetic difference
between the end points (range) of a calibration
expressed in units of the output variable.

fundamental frequency Smallest frequency component
of a signal.

gain Result of amplification or some multiplier of a
signal magnitude; also used to refer to a constant
multiplier for a transfer function block.

galvanometer Instrument that is sensitive to current
flow through torque on a current loop; typically used to
detect a state of zero current flow.

gauge blocks Working length standard for machining
and calibration.

gauge factor Property of a strain gauge that relates
changes in electrical resistance to strain.

gauge length Effective length over which a strain gauge
averages strain during a measurement.

ground Signal return path to earth.
ground loop A signal circuit formed by grounding a

signal at more than one point with the ground points
having different voltage potentials.

Hall effect Voltage induced across a current-carrying
conductor situated within a magnetic field. The
magnetic field exerts a transverse force pushing the
charged electrons to one side of the conductor.

handshake An interface procedure to control data flow
between different devices that includes start and stop
(hello and goodbye) signals.

high-pass filter A device that allows signal frequencies
above the cut-off frequency to pass unaltered, while
lower frequencies are attenuated.

Hooke’s law The fundamental linear relation between
stress and strain. The proportionality constant is the
modulus of elasticity.

hysteresis A difference in the indicated value for any
particular input value when approached going upscale
as opposed to going downscale.

immersion errors Temperature measurement errors due
to the measuring environment leading to differences

between sensor temperature and the temperature being
measured.

impedance matching Process of setting either the input
impedance or the output impedance in a way to keep
signal loading errors to an acceptable level.

independent variable A variable whose value is
changed directly to cause a change in the value of a
dependent variable.

indicated value The value displayed or indicated by the
measurement system.

input value Process information sensed by the
measurement system.

insertion error Any error brought on by the interaction
between a sensor and the immediate environment in
which it is installed.

in situ In measurements, this means installed in the
system as intended for use.

interference Extraneous effect that imposes a
deterministic trend on the measured signal.

interferometer Device for measuring length that uses
interference patterns of light sources; provides very
high resolution.

interrupt A signal to initiate a different procedure;
analogous to raising one’s hand.

junction For thermocouples, an electrical connection
between two dissimilar materials.

laminar flow element Device that measures flow rate
by the linear pressure drop versus flow rate
relationship occurring when fluid travels through a
tube or cluster of tubes under laminar flow conditions.

least squares regression Analysis tool used to generate a
curve fit equation that minimizes the sum of the squares
of the deviations between the predicted values of the
curve fit and the data set on which the curve fit is based.

line standard Standard for length made by scribing two
marks on a dimensionally stable material.

linearity The closeness of a calibration curve to a
straight line.

load cell Sensor for measuring force or load.
loading error Error due to energy being extracted

from the variable being measured by the very act
of measurement so as to change the value
measured.

low-pass filter A device that allows signal frequencies
below the cut-off frequency to pass unaltered, while
higher frequencies are attenuated.

linear variable differential transformer (LVDT) A
sensor/transducer that provides a voltage output as a
function of core displacement.

Mach number Ratio of the local speed to the speed of
sound in the medium.

magnitude ratio The ratio of the values of output
amplitude to the input amplitude of a dynamic signal.

mass flow rate Mass flow per unit time.
measurand Measured variable.
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measured value A number assigned to the variable
measured.

measured variable A variable whose value is measured;
also known as the measurand.

mechatronics Subject area focused on the interaction
between electrical and mechanical components of
devices and the control of such devices.

measurement The act of assigning a specific value to
the variable being measured.

metrology The science of weights and measures.
moir�e patterns An optical effect resulting from

overlaying two dense grids that are displaced slightly
in space from one another.

monostable One-shot device that toggles on and then
off on a single voltage command.

moving coil transducer A sensor that uses a
displacement of a conductor in a magnetic field to
sense velocity.

multiplexer An input/output (I/O) switch having multiple
input signal lines but only one output signal line.

natural frequency The frequency of the free
oscillations of an undamped system.

noise An extraneous effect that imposes random
variations on the measured signal.

null mode Measuring method that balances a known
amount against an unknown amount to determine the
measured value.

Nyquist frequency One-half of the sample rate or
sampling frequency.

obstruction flow meter Device that measures flow rate
by the magnitude of the pressure drop arising by
purposefully creating an abrupt area change in the flow.

ohmmeter An instrument for measuring resistance.
open-loop control Type of control action that does not use

a sensor to measure the variable being controlled, such as
by controlling room lights using a light switch timer.

operating conditions Conditions of the test, including
all equipment settings, sensor locations, and
environmental conditions.

optical pyrometer Nonintrusive temperature
measurement device. Measurement is made through an
optical comparison.

orifice meter Flow meter consisting of a flat plate with a
hole in its center that fits between a pipe flange to
create a pressure drop proportional to flow rate; also
known as an orifice plate.

oscilloscope An instrument for measuring a time-
varying voltage signal and displaying a trace; very
high frequency signals can be examined.

outlier A measured data point whose value falls outside
the range of reasonable probability.

output value The value indicated by the measurement
system.

output stage Stage of a measurement system that
indicates or records the measured value.

overall error Instrument uncertainty estimate based on
the square root of the sum of the squares (RSS) of the
uncertainties of all known instrument errors.

parallel communication Technique that transmits
information in groups of bits simultaneously.

parameter The value defined by some functional
relationship between variables related to the
measurement.

particle image velocimetry Optical method that
measures flow velocity by observing the distance
traveled by fluid particles per unit time suspended
within the fluid.

passband Range of frequencies over which the signal
amplitude is attenuated by no more than 3 dB. See
stopband.

Peltier effect Describes the reversible conversion of
energy from electrical to thermal when a current flows
through a junction of dissimilar materials.

phase shift A shift or offset between the input signal
and the output signal representing the measured signal;
may be expressed in terms of an angle.

photoelastic Describes a change in optical properties
with strain.

pitot-static pressure probe Device used to measure
dynamic pressure.

piezoresistance coefficient Constant that describes the
change in electrical resistance with applied strain.

Poisson’s ratio Ratio of lateral strain to axial strain.
pooled value Statistical value determined from separate

data sets, such as replications, that are subsequently
grouped together.

population The set representing all possible values for a
variable.

potentiometer Refers either to a variable resistor or to
an instrument for measuring small voltages with high
accuracy.

potentiometer transducer Variable electrical resistance
transducer for measurement of length or rotation angle.

precision The amount of dispersion expected with
repeated measurements; archaic term used to describe
the random uncertainty.

precision (instrument specification) Ultimate
performance claim of instrument repeatability based
on multiple tests conducted at multiple labs and on
multiple units.

precision error See random error. Archaic term no
longer used in measurements.

precision indicator Statistical measure that quantifies
the dispersion in a reported value.

precision interval Interval evaluated from data scatter
that defines the probable range of a statistical value
and ignoring the effects of systematic errors.

primary standard The defining value of a unit.
prover Flow meter calibration device using some

method placed in series with the candidate flow meter
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that accurately measures the volume of fluid passing
per unit time.

Prony brake A historically significant dynamometer
design that uses mechanical friction to dissipate and
measure power.

proving ring An elastic load cell, which may be used as
a local calibration standard.

pyranometer Optical instrument used to measure
irradiation on a plane.

quantization Process of converting an analog value into
a digital number.

quantization error An error brought on by the
resolution of an A/D converter.

radiation error Temperature measurement insertion
error caused by a radiative heat exchange between a
temperature sensor and portions of its immediate
environment not at the same temperature as the
variable being measured.

radiation shield A device which reduces radiative heat
transfer to a temperature sensor, to reduce insertion
errors associated with radiation.

radiometer Device for measuring radiative source
temperature using a thermopile detector.

random error The portion of error that varies randomly
on repeated measurements of the same variable.

random standard uncertainty The random uncertainty
estimated at the one standard deviation level or at the
68% probability level for a normal distribution.

random uncertainty Uncertainty assigned to a random
error; contribution to combined uncertainty due to
random errors.

random test Measurement strategy that sets a
random order to the changes in the independent
variable.

randomization methods Test methods used to break up
the interference effects from extraneous variables by
strategies that randomize the effects of those variables
on the data set.

range The lower to upper limits of an instrument or test.
recovery errors Temperature measurement error in a

high speed flowing gas stream related to the
conversion of kinetic energy into a temperature rise at
the sensor.

reference junction In reference to a thermocouple, it is
the junction at which the temperature is known.

repeatability Instrument specification estimating the
expected random uncertainty based on multiple tests
within a given lab on a single unit.

repetition Repeating measurements during the same test.
replication Duplicating a test under similar operating

conditions using similar instruments.
reproducibility Random uncertainty estimate based on

multiple tests performed in different labs on a single unit.
resistivity Material property describing the basic

electrical resistance of a material.

resolution The smallest detectable change in a
measured value as indicated by the measuring system.

resonance frequency The frequency at which the
magnitude ratio reaches a maximum value greater than
unity.

result The final value determined from a set or sets of
measurements.

resultant A variable calculated from the values of other
variables.

ringing frequency The frequency of the free
oscillations of a damped system; a function of the
natural frequency and damping ratio.

rise time The time required for a first-order system to
respond to 90% of a step change in input signal.

rms value Root-mean-square value.
roll-off slope Decay rate of a filter stopband.
RTD Resistance temperature detector; senses

temperature through changes in electrical resistance of
a conductor.

root-sum-square value (RSS) The value obtained by
taking the square root of the sum of a series of squared
values.

rotating cusp meter A type of positive displacement
flow meter that measures volume flow rate by the rate
at which fluid is displaced within alternating rotating
cusps.

sample A data point or single value of a population.
sample rate The rate or frequency at which data points

are acquired; reciprocal of sample time increment.
sample statistics Statistics of a variable determined

from a set of data points whose set size is less than the
population of that variable.

sample time increment The time interval between two
successive data measurements. Reciprocal of sample
rate.

saturation error Error due to an input value exceeding
the device maximum.

second-order system A dynamic system model whose
behavior includes inertia.

Seebeck effect Source of open circuit electromotive
force in thermocouple circuits.

seismic transducer Instrument for measuring
displacement in time, velocity, or acceleration; based
on a spring-mass-damper system.

sensitivity The rate of change of a variable (y) relative
to a change in some other variable (x), for example,
dy=dx.

sensitivity index The sensitivity between two variables
evaluated at some operating point and used to weight
individual uncertainties in uncertainty propagation.

serial communication Technique that transmits
information 1 bit at a time.

sensor The portion of the measurement system that
senses or responds directly to the process variable
being measured.

582 Glossary



E1BGLOSS 09/14/2010 11:19:49 Page 583

settling time The time required for a second-order
system to settle to within �10% of the final value of a
step change in input value.

shielded twisted pair Describes electrical wiring that
reduces mutual induction between conductors through
twisting the conductors around each other, and which
reduces noise through shielding.

signal Information in transit through a measurement
system; often exists in electrical or mechanical form.

single-ended connection Two-wire connection scheme
that measures the signal relative to ground.

signal conditioning stage Stage of a measurement
system that modifies the signal to a desired magnitude
and form.

signal-to-noise ratio Ratioof signalpower tonoisepower.
single-sample uncertainty analysis Method of

uncertainty analysis used to evaluate uncertainty when
very few repeated measurements are made.

span The difference between the maximum and
minimum values of operating range of an instrument.

stage Refers to a general component in a measurement
signal flow that has a specific purpose.

standard The known or reference value used as the
basis of a calibration. Also, a test method set by
international agreement for quantifying some outcome
or device performance.

static calibration Calibration method where that the input
value is held constant while the output value is measured.

static pressure Pressure sensed by a fluid particle as it
moves with the flow.

static sensitivity The rate of change of the output signal
relative to a change in a static input signal. The slope
of the static calibration curve at a point. Also called the
static gain. See sensitivity.

steady response A portion of the time-dependent
system response that either remains constant with time
or repeats its waveform with time.

step response System time response to a step change in
input value.

stagnation pressure Pressure at the point where a flow
is brought to rest. See total pressure.

stopband Range of frequencies over which the signal
amplitude is attenuated by 3 dB or more. See passband

strain Elongation per unit length of a member subject to
an applied force.

strain gauge Sensor used to measure the strain on the
surface of a part when under load.

strain gauge rosette Two or more strain gauges arranged
at precise angles and locations relative to each other so as
to measure differing components of strain.

stress Internal force per unit area.
stroboscope High-intensity source of light that can be

made to flash at a precise rate. It is used to measure the
frequency of rotation.

Student’s t-distribution Sampling distribution that
arises when estimating the mean of a population when
the sample size is small.

systematic error The portion of error that remains
constant in repeated measurements of the same
variable. A constant offset between the indicated value
and the actual value measured.

systematic uncertainty Uncertainty assigned to a
systematic error. The uncertainty due to all the
systematic errors affecting the result.

systematic standard uncertainty The systematic
uncertainty estimated at the one standard
deviation level or at the 68% probability level for
a normal distribution. This value is often taken as
being one-half the estimated systematic
uncertainty.

temperature scale Establishes a universal means of
assigning a quantitative value to temperatures.

thermistor Temperature-sensitive semiconductor
resistor.

thermocouple Wire sensor consisting of at least two
junctions of two dissimilar conductors and used to
measure temperature.

thermoelectric Refers to a type of device that indicates
a thermally induced voltage.

thermopile A multiple junction thermocouple
circuit designed to measure a particular
temperature, an average temperature, or a
temperature difference.

Thomson effect Describes the presence of a voltage
arising through a temperature difference in a
homogeneous conductor.

time constant System property defining the time
required for a first-order system to respond to 63.2% of
a step input.

time delay The lag time between an applied input signal
and the measured output signal.

time response The complete time-dependent system
response to an input signal.

total pressure Pressure sensed at a point where the flow
is brought to rest without losses; sum of the static and
dynamic pressures; isentropic value of stagnation
pressure.

total sample period Duration of the measured signal as
represented by the data set.

transducer The portion of measurement system that
transforms the sensed information into a different
form. Also, loosely refers to a device that houses the
sensor, transducer and, often, signal conditioning
stages of a measurement system.

transient response Portion of the time-dependent
system response that decays to zero with time.

transit time flow meter Device that determines flow
rate by measuring the time it takes for an ultrasonic
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wave to travel through the moving flow along a well-
defined path.

trigonometric series Infinite series of trigonometric
functions; applications include representing complex
waveforms in terms of frequency content.

true rms Data-reduction technique that can correctly
provide the rms value for a nonsinusoidal signal; a
signal conditioning method that integrates the signal.

true value The actual or exact value of the measured
variable.

TTL (true-transistor-logic) Switched signal that
toggles between a high (e.g., 5 V) and a low (e.g., 0 V)
state.

turndown Ratio of the highest flow rate to the lowest
flow rate that a particular flow meter can measure
within specification.

type A uncertainty An uncertainty value estimated
from the statistics of a variable.

type B uncertainty An uncertainty value estimated by
other than statistical methods.

uncertainty An estimate of probable error in a reported
value.

uncertainty analysis A process of identifying the errors
in a measurement and quantifying their effects on the
value of a stated result.

uncertainty interval An interval about a variable or
result that is expected to contain the true value.

USB (universal serial bus) A serial method of data
transmission between a computer and peripherals
using a four-wire cable.

validation Process or test to assess if test model data
behave in the same way as the physical process the test
simulates; can be used to assign uncertainty in the
model.

velocity of approach factor A coefficient used in
obstruction flow meter calculations that depends on

the ratio of flow meter throat diameter to pipe
diameter.

venturi meter In-line flow meter whose internal
diameter narrows from the pipe diameter to a smaller
diameter throat and then expands back to the pipe
diameter so as to create a pressure drop proportional to
flow rate.

verification Test designed to ensure that a measurement
system as a whole or some portion of the system is
working correctly; can be used to assign uncertainty
values to aspects of a measurement system.

vernier calipers Tool for measuring both inside and
outside dimensions.

vernier scale Technique that allows increased
resolution in reading a length scale.

volume flow rate Flow volume per unit time.
VOM Acronym for volt-ohm meter.
vortex flow meter Device that measures flow rate by

measuring the frequency of vortex shedding from a
body placed within the flow.

wheatstone bridge Electrical circuit for measuring
resistance with a high measure of accuracy and
sensitivity.

wobble meter A type of positive displacement flow
meter that measures fluid volume flow rate by the rate
of fluid displaced within alternating known volumes
created by oscillating disks.

word A collection of bits used to represent a number.
zero drift A shift away from a zero output value under a

zero input value condition.
zero-order system A system whose behavior is

independent of the time-dependent characteristics of
storage or inertia.

zero-order uncertainty Random uncertainty estimate
based only on a measurement system’s resolution or
finest increment of measure.
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Index

A
Acceleration measurement, 504, 510, 515,

517
Accelerometer, 82, 83, 96, 98, 99, 103,

515, 516
piezoelectric, 82, 515, 516
vibrometer, 513

Accuracy, 17–18, 443
Acoustic wave speed, 407
Advanced-stage uncertainty, 176–182
Nth-order analysis, 178–182

Aliasing, 260, 265, 266, 268, 284
Alloys, properties of, 315, 333, 336
Ammeter, 211, 212, 219, 324
Amontons, Guillaume, 309
Amplifier, 230–234, 236–237, 240, 247,

248, 253, 272, 284, 285, 288, 297,
408, 409, 490, 491, 546

bias, 235
charge, 236–237, 392
differential, 231–233, 235
feedback, 409
inverting, 233
linear scaling, 231
logarithmic, 231
noninverting, 233
operational, 231–234, 236, 237, 240,

247, 248, 272
Amplitude ambiguity,266–268, 303
Analog-to-digital, 43, 217, 235, 260, 271,

273, 279, 348, 491, 517
conversion, 217, 235, 271, 273–274,

279
conversion error, 274–277, 279
converter, 217, 235, 271, 273–274, 279
dual slope, 280
quantization error, 274–275
ramp, 279–281
saturation error, 275
signal-to-noise, 275, 412
successive approximation, 277–279,

287, 288
Angular velocity, 452, 522–524

mechanical measurement, 522
stroboscopic measurement, 522–524

Aperiodic, 44, 268
Apparent strain, 482–492
American Society of Mechanical

Engineers. See ASME
ASME, 30, 162, 375, 428, 432, 435, 436,

532
Average value, 46, 118

analog signal, 46, 47
digital signal, 47

discrete time signal, 47
error, 18
moving, 72, 284

B
Balance

null, 217, 218, 226, 282
Band-pass filter. See Filters, band-pass
Barometer, 379–380
Bernoulli, Daniel, 424, 432
Bernoulli effect, 427
Bessel filter. See Filter, Bessel
Best estimate, 173–174, 187, 188, 328
Beta ratio, 429, 437
Bias, 222, 231, 232, 235, 274, 347
Bias error, 170
Bimetallic thermometer. See

Thermometer, bimetallic
Binary coded decimal, 270
Binary codes, 270, 271
Binary numbers, 44, 269–271, 273, 277
BIOS. See Basic input/Output system
Birefringence, 493
Bit, 239, 269, 271–283
Block, 10, 12

diagrams, 546–547
jumper, 285

Boltzmann’s constant, 352, 360
Borda, Jean, 429
Brewster, Sir David, 493
Bridge circuits, 219–221, 229, 319–323,

476, 477, 480–482, 490
balanced, 221
Callendar–Griffiths, 319, 320
deflection, 222–226
four-wire, 319, 320
loading error, 225
Mueller, 319, 320
null, 221–222
three-wire, 319
uncertainty, 221
Wheatstone, 219, 221–224, 226, 229,

319, 320, 325, 408, 455, 476, 477,
485, 491, 530

Bridge constant, 479. See also Bridge
circuits, Wheatstone

Buffer, 294
Bus, 284, 288–289, 295–297
Butterworth filter. See Filter, Butterworth
Byte, 269

C
Calibration, 5, 11, 15–23

curve, 15–17, 20–22, 84, 144, 459

deviation, 17
dynamic, 16, 392–393
error, 168–169, 177, 180
random, 21
sequential, 20
static, 15, 22, 392
temperature. See Temperature,

calibration
Capillary tube viscometer, 445
Castelli, Benedetto, 424
Catch and weigh flow measurement, 459
Celsius, Anders, 310
Celsius scale, 311
Central tendency, 120–122, 125, 126
Charge amplifier, 236–237
Chauvenet’s criterion. See Outlier
Chi-square distribution, 135–139
Coaxial cable, 252
Common mode voltage (CMV), 251, 290,

292
Compact disk player, 44
Complex periodic waveform, 44, 266, 405
Compliance, 401–405
Concomitant methods, 14, 19, 171
Conduction errors, 357–360
Confidence interval, 118, 119, 133, 142,

144–149, 184, 198
Conservation of mass, 396, 427, 428
Continuous variable, 42
Control of variables, 7
Control surface, 427, 428, 446, 455
Control volume, 427, 428
Coriolis, 455

flow meter, 456–459
turndown, 459
uncertainty, 459

Coriolis, Gaspard de, 456
Correlation, 15

coefficient, 144, 197, 438, 439
function, 412
photon, for LDA, 412

Coupled systems, 109–111
Critical pressure ratio, 440
Critically damped system, 96
Current:

alternating, ac, 61, 212–214
ammeter, 211, 212
analog measurement, 210
direct, dc, 48–49, 210–212

Current loop: 4-20 mA, 237

D
D/A converter. See Digital-to-analog

converter
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D’Arsonval movement, 210–212, 214
Data acquisition, 260

controller, 287
plug-in board, 288–289

Data-acquisition error, 169, 190
Data-acquisition system, 260, 283–288
Data-reduction error, 169–170, 186

dc component, 46
dc offset, 46, 48

da Vinci, Leonardo, 424, 448
Dead volume, 401, 404
Deadweight tester, 384–386, 392, 395
Deflection mode, 211, 212, 323
Degree, 310
Degrees of freedom, 130, 131, 134–136,

138, 139, 141, 145, 148, 170, 184,
185, 188, 189, 191, 192, 194. See
also Welch–Satterwaite estimate

Derived units, 26, 28
Design-stage uncertainty, 164–168, 176,

180, 322, 323, 479
Design of experiments, 6, 10, 14
Deviation plot, 17
DFT. See Fourier transform-discrete
Differential-ended connection, 290–292,

297, 347
Digital:

signals, 43, 44, 47, 260, 287, 518
voltmeter, 217, 220, 222, 282

Digital-to-Analog converter (D/A),
271–273, 287

Dimension, 23
base, 24–26
derived, 27
electrical, 27–28
length, 25
mass, 24
temperature, 25
time, 24–25

Direct memory access, 579
Discharge coefficient, 429–433, 443
Discrete Fourier transform, 65–69, 261

amplitude ambiguity, 266–268
leakage,268
resolution, 66, 268

Discrete time signal, 42, 65, 263, 266
Displacement measurement, 510, 529

LVDT, 508
potentiometer, 505

Distortion, 106, 215, 515
Doppler

anemometry. See laser Doppler
anemometer

effect, 410, 453
flow meters, 453–454
shift, 410, 411

Doppler, Johann, 410
Dynamic calibration, 16, 392, 393
Dynamic error, 94, 95, 103, 242, 244, 245,

514
Dynamic pressure. See Pressure, dynamic

Dynamometer, 529, 531
absorbing, 531
ac and dc generators, 532
cradled, 531–533
eddy current, 532
engine, 529
waterbrake, 532–533

E
Earth ground, 250, 251
Elastic behavior of materials, 467
Electrodynamometer, 212, 214
Electromagnetic flow meter, 446–448

uncertainty, 448
Electromotive force (emf), 27, 213, 331,

446, 507
Electronic reference junction, 334
Emissive power, 351–352
End standard. See Standard, end
Error:

bias. See Error, systematic
correlated, 195–197

random, 197
systematic, 195–197

hysteresis, 20
instrument, 23, 165, 171
linearity, 21–22
loading, 212, 226
overall instrument, 23
precision. See Error, random
random, 18–20, 31, 88, 118, 119, 132,

142, 144, 161–164, 171–172, 183,
184

repeatability, 22
reproducibility, 23
sensitivity, 22
systematic, 18–20, 125, 126, 132–134,

152, 162, 163, 170–171, 183, 184,
186, 192, 194

temperature measurement, 309
zero shift, 22, 386

Error fraction, 86–88, 98
Euler formulas, 56, 61
Euler, Leonhard, 424
Expansion factor, 429–430, 432, 433
Experimental design, 6, 10, 14
External memory, 239
Extraneous variable, 7–13, 177, 314, 356

F
Fahrenheit, Gabriel D., 310
Faraday, Michael, 446, 506
Feedback control, 5, 288, 537, 541, 546
FFT. See Fourier transform, fast
Filter:

active, 240, 247–250
analog, 240, 284
anti-alias, 298
band, 102
bandpass, 239–241, 248, 249
Bessel, 241, 247, 249, 250

Butterworth, 240–250
design, 240, 241, 243
high-pass, 239–241, 244, 246–250
Linkwitz–Riley, 246
low-pass, 239, 240, 242, 244, 246,

248–250, 264
multiple, 241
notch, 239, 240
passive, 240, 241
roll-off, 241
Sallen–Key, 249, 250

Finite statistics, 130
sample mean, 130, 132
sample standard deviation, 130
standard deviation of the means,

132–134
First-order systems, 85–88, 90–95, 97,

104, 105, 111, 241, 405, 541
First-order uncertainty, 178, 179, 181
Flip-flop, 237–239
Flow coefficient, 8, 429
Flow meter. See also listings by type.

accuracy, 423
placement, 442
pressure loss, 443
prover, 459
selection, 443

Flow nozzle, 427, 432
ASME long radius, 432
discharge coefficient, 433
expansion factor, 433
pressure loss, 431
pressure taps, 433
uncertainty, 433

Flow rate.
actual, 460
mass, 423, 454
standard, 460
volume, 423

Folding diagram, 264, 265
Force measurement, 525–529
Forcing function, 82, 107, 401, 510, 544,

553
Fourier:

analysis, 50
coefficients, 56, 68
cosine series, 58
frequency content, 16, 53
harmonics, 53
series, 53, 56
sine series, 58

Fourier transform, 63, 65
amplitudes, 63, 65
amplitude spectrum, 65
discrete. See Discrete Fourier
inverse, 64
power spectrum, 65
transform fast, 66

Francis, James, 432
Freeman, John Ripley, 435
Frequency, 16, 24, 41, 49, 52, 56, 63, 69
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alias, 263
bandwidth, 94, 102, 415
circular, 25, 51
cut-off, 239, 241
cyclical, 25
distribution, 121
fundamental, 53
natural, 98, 392
Nyquist, 264
response, 93

determination of, 95
Frontinius, Sextus, 424
Function:

aperiodic, 44
even, 57
odd, 57
periodic, 52

G
Galvanometer, 211
Gauge blocks, 192
Gauge factor, 473, 475
Gauge length, 472
Gaussian distribution. See Normal

distribution
General purpose interface bus (GPIB),

295
Goodness-of-fit test, 138
Gosset, William, 131
Ground loops, 250, 251, 356

common-mode voltage, 251

H
Handshake, 293, 294
Harmonics, 53, 70, 264, 507
Harmonization, 53, 56
Hero of Alexandria, 423
Herschel, Clemens, 432
Higher-order uncertainty, 177
High-pass filter. See Filter, high-pass
Histogram, 121
Hooke’s law, 467
Hot-film sensor, 409, 415
Hot-wire sensor, 408, 410, 415
Hypsometer, 370
Hysteresis, 20

I
Impedance matching, 226
Inertance, 400
Infinite statistics, 130
Input, 4, 15
Insertion error, 356–357
Instrument error. See Error, instrument
Instrument precision (specification), 23
Instrument uncertainty, 23, 164–166, 178
Interference, 9–12, 14
Interferometer, 497
Interlaboratory comparison, 170, 171
International Temperature Scale of 1990

(ITS-90), 312

Interpolation. See Temperature,
interpolation

Interrupt, 289
Invar, 315
Isoclinics, 495
International Standards Organization. See

ISO
ISO, 30, 432

guide to uncertainty in measurements,
162

ITS-90. See International Temperature
Scale of 1990

K
Kiel probe, 397
King’s law, 408

L
Laboratory reports, 563
Laminar flow meter, 445

turndown, 445
uncertainty, 446

Laser Doppler anemometer, 410–412, 415
Least squares method, 91n, 140–143, 147
Leibniz, Gottfried Wilhelm, 61n
Linear variable differential transformer,

505, 506
excitation, 508

Linkwitz–Riley filter. See Filter,
Linkwitz–Riley

Linnaeus, Carolis, 310
Liquid-in-glass thermometer. See

Thermometer, liquid-in-glass
Load cell, 475, 525–529

piezoelectric, 525–526
strain gauge, 475, 525

Loading error, 212, 217, 221, 226–230,
282, 298, 319, 338, 386, 525

interstage, 226, 228–230
voltage dividing circuit, 226–228

Low-pass filter. See Filter, low-pass
Lumped parameter, 80–82, 84, 89, 400,

402, 403
LVDT. See Linear variable differential

transformer

M
Mach number, 364–365, 407, 450
Magnitude ratio, 93–95, 100–101, 104,

105, 110, 111, 239–242, 244, 245,
249, 515

Magnitude, signal, 5, 42–44, 80, 214, 230
Manometer, 380

inclined, 382, 383
micromanometer, 381, 382
uncertainty, 382
U-tube, 381–383

Mass, 24
Mass flow meter, 454–459

Coriolis, 456–459
thermal, 455–456

Mass flow rate, 423, 424, 440, 454–455,
457–460

McLeod gauge, 378–379, 392
uncertainty, 379

Mean value, 46, 47, 118–120, 125, 126,
130, 132–135, 140, 147, 149, 152,
171–174, 185, 190

digital signal, 47
discrete time signal, 47
sample mean, 119
true mean, 120

Measurand, 119
Measured variable, 2, 119–120
Measurement system, 2, 187

first-order, 85, 241
general model, 81
second-order, 95
zero-order, 83

Measurement uncertainty:
random, 182
systematic, 183

Memory, 269
Metals, properties of, 569
Method of least squares. See Least squares
Metrology, standard, 162
Modem, 293
Modified three-sigma test, 147
Modulus of elasticity, 403, 467, 468,

527
Moire strain measurement. See Strain

measurement, Moire
Monostable circuit, 238
Monte Carlo, 150

method, 176
numerical tolerance, 176
simulations, 119, 150–152, 176

Moving coil transducer, 520–522
Mueller bridge. See Bridge circuits,

Mueller
Multiple measurement uncertainty,

182–195
Multiplexer, 286
Multivibrator, 237–239

N
National Institute of Standards and

Technology. See NIST
Network model, 401
Newton, Sir Isaac, 424
NIST, 313, 319, 336, 337, 348, 349, 460
NIST-RTD, 319
NIST-temperature, 314
Noise, 7, 9, 11, 234, 237, 251, 280, 290,

300, 348, 448, 519, 525
Nondeterministic signal, 45
Normal distribution, 126, 129, 130, 132,

136, 138, 139, 151
Normal error function, 126
Nth-order uncertainty, 178, 179, 181
Nyquist frequency. See Frequency,

Nyquist
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O
Obstruction meter, 427

selection, 441
standards, 430

Ohmmeter, 219
On-track effects, 406
Optical cable, 252
Optical fiber thermometer, 355–356
Optical pyrometer, 355
Optical strain measurements, 492
Orifice meter, 430

discharge coefficient, 430
expansion factor, 430
pressure loss, 431
tap location, 430
uncertainty, 430

Oscilloscope, 215–217
Outlier, 147

Chauvenet’s criterion, 147, 148
three-sigma test, 147

Output, 15, 41
Output stage, 4
Overall instrument error, 23
Overdamped system, 96

P
Parallel communication, 284, 293, 296
Parameter, 8
Parity, 294
Particle image velocimetry, 413, 415
Peltier coefficient, 332
Peltier effect, 331, 332
Peltier, Jean Charles Athanase, 332
Pendulum scale, 44
Period, 9, 24, 27, 46, 47
Periodic function, 50, 52, 53, 59
Perturbation, sequential, 174–176
Phase

angle, 50, 57
linearity, 106
shift, 66, 93, 100, 106, 110

Photoelastic strain measurements. See
Strain measurements, photoelastic

Piezoelectric, 82, 236, 391, 515, 516, 527,
528

Piezoresistance coefficient, 470, 475
Pitot-static tube, 405

uncertainty, 406
Pitot tube (Prandtl), 397
Planck’s constant, 352
Platinum resistance thermometer. See

Thermometer, platinum resistance
Poiseulle, Jean, 445
Poisson’s ratio, 389, 468, 470
Polariscope, 493–495
Polarization, 411, 492, 493
Pooled sample mean, 134–135
Pooled standard deviation, of the means,

135
Pooled statistics, 134–135
Pop test, 393, 394

Population,125,129,130,161,172
Positive displacement flow meter, 446,

454, 459, 460
uncertainty, 454, 459

Potentiometer, 217–218. See also
Displacement measurement,
potentiometer

Power measurement, 529–530
Power spectrum, 65
Prandtl tube, 398, 399
Precison error, 171n
Precision estimate

of the slope, 144
of the zero intercept, 144

Precision interval, 130, 131, 136, 137
Pressure

absolute, 84, 376, 378
differential, 376, 380, 381, 383, 390,

439
dynamic, 389, 396, 397, 406, 407
freestream, 397
gauges, 179, 237, 292, 390, 449, 469,

471, 475, 479, 482, 483, 485, 488,
525, 529. See also Pressure,
transducer

head, 377
reference instruments, 378
reference standards, 28
static, 395, 398–399, 401
total, 397, 406

Pressure transducer
Bourdon tube, 386, 387
calibration, 11, 15–18, 28, 378, 392
capacitance, 390
compliance, 404
dead volume, 401
diaphragm, 389
linear variable displacement, 388
piezoelectric, 391, 392
piezoresistive, 390
potentiometric, 388
uncertainty, 396

Pressure elements
bellows, 388
Bourdon tube, 386
capacitance, 390
capsule, 388
diaphragm, 389
strain gauge, 389–390

Primary standards, 23–24
Probability, 118

density, 119
function, 120–122

Prony brake, 530, 531
Propagation of error, 172
Propagation of uncertainty, 188

root-sum-square (RSS) method,
174

uncertainty in the result, 188
Proving ring, 525, 527–529
Pyranometer, 354

Q
Quantization, 43–44, 273–274

error, 274–275

R
Radiation

blackbody, 355
detectors, 353
emissive power, 351, 352
shield, 362
temperature measurement, 351, 352
wavelength distribution, 352

Radiative temperature measurement, 351,
352

Radiometer, 353, 354
RAM. See Random access memory
Random access memory (RAM), 294
Random calibration, 21
Randomization methods, 9
Random test, 10, 20
Random uncertainty. See Uncertainty,

random
Random variable, 120
Range, 16, 20

full-scale-operating (FSO), 16, 20
Rayleigh relation, 407
Recovery factor, 363, 364
Rectangular distribution, 150, 151, 177,

198
standard uncertainty, 177

Reference junction, 333–335
compensation, 335

Register, 269
Regression analysis, 139–140
Repeatability, 18, 20, 22, 168, 171
Repetition, 13
Replication, 13, 14, 134
Replication-level analysis, 171
Reproducibility, 23
Resistance

analog measurement, 219–226
dimensions, 27
fluid, 313, 314
temperature detector, 315, 316

construction, 316
platinum, 317
thin-film, 323

Resistivity electrical, 470
temperature coefficient of, 315

Resolution, 16–18, 164, 171, 177, 180,
274, 275, 282, 344

Resonance, 101–102
band, 101–102
frequency, 101–102, 111, 516

Reynolds number, 8, 364, 406, 425, 429,
430, 437, 445, 446, 449, 450, 452

Ringing frequency, 97–99, 102
Rise time, determination of, 98–99
ROM. See Read-only memory
Root-mean-square

analog signal, 47
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digital signal, 47
discrete time signal, 47
value, 47

Root-sum-square method, 164, 321
Rotameter, 451

turndown, 452
uncertainty, 452

Rotating vane flowmeter, 454
RTD. See Resistance temperature detector
Ruge, Arthur, 469

S
Sample, 119, 120

mean value, 130
standard deviation, 130
standard deviation of the mean, 132
variance, 130

Sample and hold circuit, 235, 279
Sampling, 42, 43, 47, 119, 130, 260, 261

rate, 42, 43, 236
theorem, 262, 263, 266
time period, 261

Sampling convolution, 47
Second-order systems, 95
Second power law, 175
Seebeck coefficient, 331
Seebeck effect, 331
Seebeck, Thomas Johann, 331
Seismic transducer, 510
Sensitivity error, 21–23, 165
Sensitivity index, 174, 175, 189
Sensor, 3, 4
Sequential perturbation, 174, 176
Sequential test, 20
Serial communication, 293, 294
Settling time, 98

determination of, 98, 99
Shaft power, 529–531
Shielding, 250
Shock measurement, 516

piezoelectric, 516
Shock tube, 393
Shunt balancing, 477
Shunt cirucuit, 285
Signal, 41

ac component, 46, 48
analog signal, 42, 43, 47, 65, 230, 234,

239, 261, 263, 290
averaging period, 284
conditioning, 4, 5, 209, 215,

230, 234, 239, 275, 285,
290, 292

dc component, 46, 47
digital, 43, 47, 239, 260, 274, 287, 303
discrete time, 42, 43, 47, 65, 260, 261,

263, 266
frequency, 25, 42, 49, 64, 69, 92, 93,

246, 252, 411
input, 41–46
magnitude or amplitude, 41
output, 41–46

sampling, 42, 261
waveform, 41–42, 106, 269

Signal classification
analog, 42
aperiodic, 43
complex periodic, 44
deterministic, 44
digital, 42
discrete time, 42–43
dynamic, 42
nondeterministic, 45
static, 44
steady periodic, 44

Simmons, Edward, 469
Single-ended connection, 290
Single-measurement uncertainty analysis,

177
Sonic nozzle, 440

discharge coefficient, 441
uncertainty, 441

Source
random limit, 171
systematic limit, 170

Span, 16
Spectrum

amplitude, 65
power, 65

Stagnation streamline, 396, 449
Standard atmosphere, 311, 377
Standard deviation, 22, 125, 130, 132

of the means, 132
Standard error of the fit, 141, 144–146,

186
Standards, 23

hierarchy, 28
primary, 23
temperature, 310
test, 30

Standarized normal variate, 126
Static calibration, 15, 84, 392
Static pressure. See Pressure, static
Static sensitivity, 16, 83

determination of, 16, 84, 110, 381,
447

Static temperature. See Temperature,
static

Steady response, 86, 88, 92, 93, 98
Steady signal, 117
Step function, 85, 97
Strain, 466

apparent, 482
axial, 467, 468, 474, 488
lateral, 467–469

Strain gauge, 469
bonded resistance, 469
bonding, 473
bridge constant, 479
circuits, 476
configurations, 483
construction, 472
dynamic response, 492

foil, 472
gauge factor, 473
gauge length, 472, 486
hysteresis, 487
load cell, 525
metallic, 470
multiple, 390
resistance, 389, 390
rosettes, 487–489
semiconductor, 475
temperature compensation, 485
transverse sensitivity, 473, 474

Strain measurement
Moire, 495
photoelastic, 493
resistance, 469

Strain optical coefficient, 494
Stress, 468

biaxial, 469
Stroboscope, 522

harmonic techniques, 523
Strouhal number, 448–450
Student’s t distribution, 131
Superposition, 12, 44, 63, 107
Systematic uncertainty. See Uncertainty,

systematic
System response, 79

frequency, 92, 98
steady, 83, 512
time, 83
transient, 86, 92, 96, 97, 402

T
Technical writing, 30, 163
Temperature, 25

absolute, 25, 312, 360
calibration, 314, 324, 337, 351
compensation, 292, 335, 482
dynamic, 363
fixed points, 311
interpolation, 25
radiative, 351
scales, 312
stagnation, 363
standards, 25, 460
static, 363, 364
thermal expansion, 4, 313, 314
thermodynamic, 25, 312
thermoelectric, 330–350
total, 363, 365

t estimator, 131, 145
Test plan. See Measurement plan
Thermal anemometer, 408, 409, 414,

415
Thermal flow meter, 455

turndown, 455
uncertainty, 455

Thermistor, 323
circuit, 324
dissipation constant, 325, 327
zero-power resistance, 325
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Thermocouple, 330
applications, 346
circuit, 333
data acquisition, 347
laws, 333
parallel, 346
reference functions, 342
standards, 336, 337, 339
tolerance limits, 337
type, 337
voltage measurement, 346, 347

Thermolelectric temperature
measurement, 330–350

Thermometer
bimetallic, 313
complete immersion, 314
electrical resistance, 315
liquid-in glass, 311, 313
optical fiber, 355, 356
partial immersion, 314
platinum resistance, 313, 318
radiation, 351
total immersion, 314

Thermophysical properties (table), 570–573
Thermopile, 345, 346, 353, 354
Thomson coefficient, 333
Thomson effect, 331, 332
Thomson, William (Lord Kelvin), 25
Three sigma test, 147
Time constant, 87, 90

determination of, 87
Time delay, 93, 94, 107, 247, 412
Time response, 80, 86, 87, 92, 97, 99,

105, 112, 113, 115, 353,
552, 553

Torque measurement, 529, 530
rotating shaft, 529

Torricelli, Evangelista, 379, 431
Total pressure. See Pressure, total
Transducer, 3, 4
Transfer function, 104
Transient response, 86, 92, 96, 97, 105,

110
Transit-time flowmeter, 453
Transmission line effect on pressure

measurement, 401
gases, 403
liquids, 403
lumped parameter, 80–82, 84, 89, 213,

401–403
Triangular distribution, 123
Trigonometric series, 52, 53, 56, 57, 61

True value, 17, 118, 119
Turbine meter, 452

turndown, 453
uncertainty, 453

Turndown, 443
Twisted pair wiring, 252, 291, 297

U
Uncertainty, 18, 19, 23, 142, 161

advanced-stage. See Advanced-stage
uncertainty

combined standard, 184, 188, 189, 195,
198

design-stage. See Design-stage
uncertainty

elemental, 184
expanded, 184–186, 188, 189, 192
instrument, 23, 164–166, 382, 385, 506
Nth order. See Nth order uncertainty
overall, 19, 179, 443, 532
standard

random standard, 133, 171, 183–189,
191–195, 197, 438–440

systematic standard, 170, 183, 184, 186,
188, 189, 191, 194–196, 203, 427

random, 19, 23, 31, 118, 134, 145, 172,
186, 190, 204

systematic, 19, 163, 164, 170, 185, 186,
189, 196, 197

nonsymmetric interval, 197
Uncertainty analysis, 161–198
Under-damped system, 97, 98, 102, 392
Unit, 23
Universal serial bus (USB), 288, 295
USB. See Universal serial bus
U.S. Engineering Unit System, 24

V
Variable

controlled, 7
dependent, 7
extraneous, 7, 9, 177
independent, 7

Variance, 125, 126
Velocity

fluid, measurement, 363, 401, 405, 424
freestream, 397
linear, 517
uncertainty, 406

Velocity of approach factor, 429, 437, 438
Vena contracta, 428–430
Venturi, Giovanni, 432

Venturi meter, 431
discharge coefficient, 432
expansion factor, 432
uncertainty, 432

Vibration measurement, 509, 510, 513,
515

Vibrometer, 213
Viscosity

absolute, 574
kinematic, 406, 425, 452, 575

Voltage
analog comparator, 279
analog measurement, 273–277
digital measurement, 271
follower, 232
oscilloscope. See Oscilloscope
potentiometer. See Potentiometer

Voltage divider, 217
loading error, 226–228

Volume flow rate, 425, 426, 428, 437, 451,
455

von Karman, Theodore, 448
Vortex flow meter, 448

shedder shape, 450
turndown, 452
uncertainty, 452

W
Water, thermophysical properties, 572
Waveform, 41

analog, 42, 268
classification, 42, 45
complex periodic, 44, 45, 266
digital, 44
discrete time, 43
Fourier analysis, 63

Weisbach, Julius, 440
Welch-Satterwaite estimate, 184,

189
Wheatstone bridge. See Bridge circuits
Wires, connecting, 250
Wobble flow meter, 454, 457
Word (digital), 270

Y
Young’s modulus, 467

Z
Zero-order system, 83, 546
Zero-order uncertainty, 164, 165, 177,

179, 277, 421
z variable, 126, 130, 131
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CONVERSION FACTORS�

MASS

1 lbm ¼ 0.4536 kg

1 slug ¼ 14.5939 kg

LENGTH

1 inch ¼ 0.0254 m

1 ft ¼ 0.3048 m

1 km ¼ 1000 m ¼ 1 � 103 m

1 cm ¼ 0.01 m ¼ 0.3937 in. ¼ 0.0328 ft

1 mm ¼ 0.001 m ¼ 1 � 10�3 m

1 mm ¼ 0.000001 m ¼ 1 � 10�6 m

1 nm ¼ 0.000000001 m ¼ 1 � 10�9 m

1 mi ¼ 5280 ft ¼ 1.6093 km

1 l.y. ¼ 9.4605 � 1015 m

AREA

1 ft2 ¼ 0.0929 m2

1 cm2 ¼ 1 � 10�4 m2 ¼ 0.155 in.2

VOLUME

1 L ¼ 1000 cm3 ¼ 0.2642 gal ¼ 1 � 10�3 m3

1 gal ¼ 231.0 in.3 ¼ 0.1337 ft3

1 gal ¼ 3.7854 L ¼ 0.003785 m3

1 ft3 ¼ 28.3168 L ¼ 0.0283 m3

TIME

1 min ¼ 60 s

1 h ¼ 60 min ¼ 3600 s

1 day ¼ 8.640 � 104 s

FORCE

1 N ¼ 1 kg-m/s2 ¼ 1 � 105 dynes

1 lb ¼ 4.4482 N

1 kgf ¼ 9.8067 N

PRESSURE OR STRESS

1 Pa ¼ 1 N/m2

1 lb/in2 ¼ 6894.757 Pa

1 atm ¼ 14.6959 lb/in.2 ¼ 760 Torr

¼ 101,325 Pa

1 bar ¼ 14.5038 lb/in.2 ¼ 1 � 105 Pa

¼ 750 Torr

1 dyn/cm2 ¼ 0.10 Pa

1 inch Hg ¼ 3386.388 N/m2

1 inch H2O ¼ 2.54 cm H2O ¼ 249.089 Pa

¼ 0.0361 lb/in.2

1 Torr ¼ 1 mm Hg ¼ 133.322 Pa

1 mstrain ¼ 10�6 m/m ¼ 10�6 in/in

TEMPERATURE

K ¼ �C + 273.15

1�C ¼ 1.8�F ¼ 1 K
�F ¼ 1.8�C + 32
�R ¼ �F + 459.67

VOLUME FLOW RATE

1 gal/min ¼ 0.00223 ft3/s ¼ 0.06309 L/s

1 m3/min ¼ 35.315 ft3/min ¼ 1 � 106 cm3/min

ANGLE

1� ¼ 0.01745 rad

10 ¼ 2.909 � 10�4 rad

1 rad ¼ 0.1592 revolutions

ROTATION

1 rev/s ¼ 2p rad/s ¼ 6.2832 rad/s

1 rpm ¼ 1 rev/min ¼ 0.1047 rad/s

FREQUENCY

1 Hz ¼ 2p rad/s

�Many of these conversion factors have been rounded off.
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MOMENT OR TORQUE

1 lb-ft ¼ 1.3558 N-m

POWER

1 W ¼ 1.0 J/s ¼ 860.42 cal/hr

1 hp ¼ 550.0 ft-lb/s ¼ 745.6998 W

1 kW ¼ 1 � 103 W

1 Btu/hr ¼ 778.1692 ft-lb/hr ¼ 0.2931 W

ENERGY

1 J ¼ 1.0 N-m ¼ 1 � 107 ergs

1 erg ¼ 1 dyne-cm

1 cal ¼ 4.1868 J

1 ft-lb ¼ 1.3558 J

1 Btu ¼ 1055.0558 J

VISCOSITY

1 lb-s/ft2 ¼ 47.8790 N-s/m2

1 centipoise ¼ 0.01 dyne-s/cm2 ¼ 0.001 Pa-s

SPECIFIC HEAT

1 Btu/lbm-�F ¼ 4.1868 kJ/kg-�C

GAS CONSTANT

1 ft-lb/lbm-�R ¼ 5.382 J/kg-K

THERMAL CONDUCTIVITY

1 Btu/hr-ft-�F ¼ 1.7295 W/m-�C

HEAT TRANSFER COEFFICIENT

1 Btu/hr-ft2-�F ¼ 5.6786 W/m2-�C

BULK MODULUS

1 � 106 psi ¼ 6.895 � 109 Pa

PHYSICAL CONSTANTS

Standard Acceleration of Gravity

g ¼ 9.80665 m/s2 ¼ 32.1742 ft/s2

Speed of Light

c ¼ 2.998 � 108 m/s

Planck’s Constant

hp ¼ 6.6261 � 10�34 J-s

Stefan-Boltzmann Constant

s ¼ 5:6704 � 10�8 W/m2-K4

¼ 0:1712 � 10�8Btu/h-ft2-�R4

Universal Gas Constant

R ¼ 8:3143 J/gmole-K

¼ 1:9859 Btu/lbmole-�R
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PREFIXES FOR QUANTITY STATEMENTS

1018 exa E 1,000,000,000,000,000,000

1015 peta P 1,000,000,000,000,000

1012 tera T 1,000,000,000,000

109 giga G 1,000,000,000

106 mega M 1,000,000

103 kilo k 1,000

102 hecto h 100

101 deca da 10

1 1

10�1 deci d 0.1

10�2 centi c 0.01

10�3 milli m 0.001

10�6 micro m 0.000001

10�9 nano n 0.000000001

10�12 pico p 0.000000000001

10�15 femto f 0.000000000000001

10�18 atto a 0.000000000000000001
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